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Abstract

We propose an algorithm to compute rational function solutions for a first order
system of linear g-difference equations with rational coefficients. We make use of
the fact that g-difference equations bear similarity with differential equations at
the point 0 and with difference equations at other points. This allows combining
known algorithms for the differential and the difference cases.

1 Introduction

Let K be a computable field of characteristic zero, ¢ € K a nonzero element which is not
a root of unity, and x transcendental over K.

A system of first order linear g-difference equations with rational coefficients over the
field K is a system of the form :

p1(2)y1(gr) = an (¥)ys(x) + - + a1 (2)Ym () + b1 ()

Pm(2)Ym(q2) = am1(2)y1(T) + -+ + Qi (T)Ym () + b (2)

with polynomial coefficients p;(z), a;j(x), b;j(z) over the field K.

g-Calculus and the theory and algorithms for linear ¢-difference equations are of inter-
est in combinatorics, especially in the theory of partitions ([8, 9]). In this paper we solve
the problem of computing all the rational solutions y(z) = (y1(z),...,ym(z)) € K(x)™
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of (1). Algorithms for solving this problem in the scalar case (that is the case of a single
scalar linear g-difference equation of arbitrary order) have been proposed in [4, 1]. The
algorithmic study of systems is, generally, less well-developed.

The traditional computer algebra approach to solve linear functional systems is via
the cyclic vector method, or other similar elimination methods [12, 7], that convert the
systems to scalar equations (such a procedure is called the uncoupling). Grobner bases
technique also can be used to reduce a recurrent system to the uncoupled form [13]. The
major, and well-known, problem of this approach is the increasing size of the coefficients
of equations, that makes those approaches applicable only to systems of very small di-
mension. In this paper we propose an alternative approach (a direct method) to solve
the problem for the g¢-difference case.

It should be noted that there is some progress in solving the analogous problem in the
differential and the difference cases: direct methods have been proposed in [11] and in
[3, 15]. The methods [3, 15] are applicable to the g-difference case, excepting the situation
where the denominators of some of y;(z) are divisible by x.

We will show below that by combining both differential and difference approaches it is
possible to solve completely the problem in the g-difference case. A characteristic feature
of g-difference equations is that they are similar to differential equations near the point
0 and are similar to difference equations near other points. It was used in the scalar case
in [1].

Similarly to the differential and difference cases the construction proceeds in two
steps. In the first step we construct a universal denominator. We mean a polynomial
U(z) € Klz| such that: for all y(z) € K(z)™, if y(x) is a solution of (1), then U(x)y(x)
is a polynomial vector. Then the substitution

2(z) (2)

into (1) reduces the problem to finding polynomial solutions of a system in z(x) of the
same type as (1). The second step of our method deals with this last problem.

From time to time we will need to find the largest non-negative n such that ¢" is
a root of a given polynomial with coefficients in K. Therefore we assume that K is
a g-suitable field, meaning that there exists an algorithm which given p € K[xz] finds
all non-negative integer n such that p(¢") = 0. For instance, if K = k(q) where ¢ is
transcendental over k& we can proceed as follows: Let p(z) = Y%, c;z’ where ¢; € k[q].
Compute s = min{i; ¢; # 0} and t = max{j; ¢’|c,}. Then p(¢") = 0 only if n < t, and
the set of all such n can be found by testing the values n =t,t —1,...,0 ([5]).

2 Universal Denominators

2.1 Factors other than z

Here we demonstrate the g-modification of the algorithm [3]. The algorithm [15] also
allows such a modification. In this paper we do not compare the algorithms [3] and [15],



and take the former because its description is shorter.
We can assume the matrix

a1y e A1m
: S (3)
Am1 -+ Amm

which corresponds to (1) and whose elements are polynomials over K, to be invertible
(otherwise either the system is incompatible or the number of unknowns can be reduced).
We name the modification qUD. First of all we set A(x) to be equal to

lem(py (g '2), ..., pm(q 7))

and compute B(z) as lem of denominators of the elements of the matrix inverse of (3).
Then compute qUD(A, B), considering the polynomial V' (z) as the result of the compu-
tation:
Viz) =1,
R(n) = Res, (A(x), B(q"2));
if R(n) has some nonnegative integer roots then
N := the largest nonnegative integer root of R(n);
for i=N,N—1,. ;0 do
d(x) := ged(A(x), B(g'x));
Alw) := A(z)/d(x);
B(x) := B(x)/d(q ) |
V(x) :=V(2)d(z)d(¢~"z)---d(¢"'z)

od
fi.
If rational functions Fi(z), ..., F,,(x) are such that
pi(z)Fi(gr) — an(z)Fi(x) — - - — aam () P ()
P(2) Fin(q2) — a1 (2) F1(2) — -+ = @ (7) Fon (2)

are polynomials and A(z), B(z) are not divisible by = then the denominators of F (), ..., F,,(z)
(taken in the reduced form) divide V(x).

The proof is similar to the proof of Theorems 1, 2 in [3]. All arguments that were
given in [3] will hold if we replace the shifts

rT—x+i, x— T —1,
where ¢ is a nonnegative integer, by
r—q'z, x —q 'x,

and if we ignore the factor x when considering irreducible factors of polynomials. The
factor x has to be considered separately since the polynomial x and gx are not relatively
prime over K, though any other irreducible polynomial r(x) is relatively prime with r(qz).



2.2 A bound for the exponent of x

In the general case the components of any rational solution y;(x),i = 1,...,m, of (1) can
be represented in the form

fz(f) lix Lio Lin,
() = 2y 0(0) £ 0, 5
W) =D M (0 £ o)
1 =1,...,m. The substitutions of
F-(l)(l’) _ fz(x)
' gi(z)
and l l l
@), b i2 ihi
F; (x)_;—i_P_'_'”—i_xhi

into expressions (4) for F;, i = 1,...m, give for each of those expressions two rational
functions with the relatively primes denominators. Thereby the rational functions are

polynomials. Freeing A(z) and B(z) from the factor z (denote the result by A(z), B(z))
we compute qUD(A(z), B(z)) and get V(x) which is divisible by all ¢;(z), i = 1,...,m.

Now it is sufficient to find an upper bound H for all hq,..., h,, and then it will be
possible to use U(x) = ¥V (z) as a universal denominator for all rational solutions of
(1). To obtain such a bound one can use the technique of indicial equations. (This
technique is well known in the theory of linear ordinary differential equations.) The main
computational problem connected with the construction of the indicial equation in the
differential case is reducing the given system to the super-irreducible form ([14, 10]).
To the author’s knowledge, the super-irreducible form for g-difference systems has not
been considered yet. But in any case we can use a universal approach which called
EG-eliminations (]2]). This approach allows one, in particular, to construct the indicial
equations for differential and ¢-difference equations.

In other words, any rational solution (5) of system (1) can be considered as a solution
in the class of Laurent series: E(l)(:v) and F,-(Z) (x), i =1,...,m, are, resp., regular and
singular parts of the Laurent solution. Thus an upper bound for its pole order at x = 0
can be taken as H. FG-eliminations allow one to find such a bound.

The general scheme of using EG-method is the following (see [2] for details). Rewrite
system (1) in the operator form:

p1Q — an —ai2 . —G1m
—a21 P2Q —az ... —Aa2m
. | | ye) = ba), (6)
—Qm1 —Qam2 s me — Gmm
where the operator @ is such that Qf(x) = f(qz) for any function f(x). Consider
yi(x),b;(x), i =1,...,m, as Laurent series. Let z;(n),c;(n),i = 1,..., m, be the sequences

of coefficients of these series, —oo < n < oo . Consider the mapping R, : K[z,Q] —
Klq™, E~'] defined by
RqQ = qna qu = E_la (7)



where the operator E is such that Ef(z) = f(xz + 1) for any function f(z). (In [6] it has
been shown that R, is an isomorphism from K[z, Q] onto K[¢", E~'].) Applying R, to
the elements of the operator matrix of (6) we get the operator matrix of the recurrent
system for the column of sequences z(n) = (z1(n),...,zn(n))T. This system can be
rewritten in the form

Pzin+1)+P_1z(n+1l—1)4+--+ Pz(n+1t) =c(n), (8)

where [,t are integer, [ > t; c¢(n) = (c1(n),...,cn(n)T; P, ..., P are m X m-matrices
over K[n] with P, and P; (the leading and trailing matrices of the system) being nonzero
but the determinants of P, P, can vanish for all n. The process of EG-eliminations in
the explicit matrix P = (P|P_1|...|F;) allows one to transform (8) into an equivalent
system S with nonsingular leading (or analogously, trailing) matrix. Suppose that using
EG-eliminations we constructed the corresponding system S of the form (8) with non-
singular Pj(n). Then det Pj(n) = 0 is the indicial equation for (1) at the point 0. The
following theorem can be easily proven in the usual way.

Theorem 1 Let p(n) = det P,(n) be a nonzero polynomial in q". Let ng be the smallest
integer root of p(n) = 0 if such roots exist and ng = 1 otherwise. Then the pole orders of
a Laurent series solution y(x) = (y1(z), ..., ym(x)) of (1) do not exceed | min{ny + 1, 0}|.

Proof : All z;(n) are equal to 0 for all negative integer n with large enough |n|. Besides,
¢;(n) = 0 for all negative n, i = 1,...,m. The matrix F)(n) is invertible for all n < ny
and we can use the recurrence (8) to get z;(n) =0,1=1,...,m, foralln <ng+1. O

3 Polynomial solutions

After substitution (2) and cleaning denominators we have to solve the problem of finding
polynomial solutions of a system of the form (1). It is sufficient to find an upper bound
for degrees of all y;(x),...,ym(x). Then all polynomial solutions of (1) can be found
by the method of undetermined coefficients (the problem can be reduced to a system of
linear algebraic equations). Less costly approaches such as those proposed for difference
system in [3] are also possible.

We can construct the corresponding recurrent system for (1). Suppose that using
EG-eliminations we transformed the recurrent system to the system S of the form (8)
with non-singular Pi(n). Then det P;(n) = 0 is the indicial equation for (1) at co. The
following theorem can be easily proven in the usual way.

Theorem 2 Let p(n) = det P,(n) be a nonzero polynomial in q". Let ny be the largest in-
teger root of p(n) = 0 if such roots exist and ny = —1 otherwise. Let d = max™, degb; for
(1). Then the degrees of the components of polynomial solution y(x) = (y1(x), ..., ym(x))
of (1) do not exceed max{ny +t,d + t}.



Proof : For polynomial solutions all z;(n) are equal to 0 for all large enough n. Besides,

ci(n)=0foralln >d,i=1,...,m. The matrix P;(n) is invertible for all n > n; and we
can use the recurrence (8) to get z;(n) = 0,7 =1,...,m, for all n > max{n; +¢,d + t}.
O

4 Example

Let’s consider the following system of ¢-difference equations:

(—qr + @2) y1(qx) + (2 — ¢*2)y1(x) + (¢*x + 100¢* — ¢*x — 100¢%)y2(x) = 0
(qxr + 100)y2(qx) — xy1(x) = 0.

Here
pi(z) = —qz + ¢*z, pa(x) = xq+ 100

and corresponing matrix (3) is

( r—q'z ¢'z 4+ 100¢* — ¢*z — 100¢> )
—x 0 ’

The inverse matrix is

1
0 T
1 g+l
q2(q?z+100g2% —x—100) (z+100)q?

Thus
A(x) = ¢*2* + 100¢*z — ¢*x* — 100¢°z, B(z) = —¢*z* — 1002q + ¢*2* + 100¢>x.
Freeing from the factor z:

A(z) = ¢*(¢*x + 100¢> — 2 — 100), B(z) = q(¢*z — xq — 100 + 100¢?)

we get V = qUD(A(x), B(z)) = z + 100.
Now we should find the exponent of x in the universal denominatior. The correspond-
ing recurrent system has the explicit matrix

< 0 ¢2(100¢> —100) ¢ —g" —q*+1 ¢(¢*—1) )

0 100 g™ -1 q"
with [ = 0, t = —1. EG-eliminations lead to the system with the following leading
matrix:
100(q2n+4 _ q2n+2 + qn—l—l _ qn+5 + q4 _ q2) 0
0 100(¢* — ¢*) )~
The equation 10000(¢*"** — ¢?"*2 4 g™ — ¢"*° + ¢* — ¢*)(¢* — ¢*) = 0 has the integer
roots —1, 1. So the degree of the pole is < | — 1+ 1| = 1 and the universal denominator

1S

U(x) =2V (z) = z(x + 100).



After the substitution of the found denominator the system is

((¢* — 1)a? +100(¢* — 1)x)21(qz) — (q(g* + 1)z + 100(1 — ¢*)z) 21 (z)—
(*(1 4 ¢*)a? — 100¢%((¢* + ¢> — 1)z + 100¢% — 100)zy(x) = 0
(x 4+ 100)22(qx) — qrz1(x) = 0.

The corresponding recurrent system has the explicit matrix

0 0 \"
¢%(10000¢> — 10000) 100g™
100g" ! — 100"~ — 100¢* + 100 —¢q
¢*(100¢® 4+ 100¢*> — 100g — 100) ¢ 1

¢+ q+q" —q" 0
(¢’ —q) 0
with [ = 0, t = —2. FEG-eliminations lead to the system with the following trailing
matrix: 0 @ 2@t gt gl b A
( —q ¢ > '

The polynomial —q(¢**~2 — ¢**~* — ¢"™ + ¢! + ¢® — ¢*) has the integer roots 3, 5. So
the polynomial solutions of the system has the degree < 5+ ¢ = 3. It leads us to the
following solution of the system for finding numerator

23 _cy 1 23 _02]

2
llOO_Cl—F(L’_Cl—FSL’ _C2+W7x_01+ﬁq—2

and correspondingly to the solution of the given system

2% _co +100 _c; 100 _c; ¢® + 22 _cy

: x " (x+100) ¢?

].

5 Implementation

This algorithm is implemented in Maple V by D.Khmelnov.
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