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Abstract. We discuss algorithms that are currently used for computing ra-
tional solutions of linear difference systems (or of scalar equations) with poly-
nomial coefficients. A complezity analysis and a time comparison of the algo-
rithms implemented in Maple are presented.

1 Introduction

This paper is a summary of authors’ results that have been published in [16, 7, 15, 8].
We revisit a problem of the search for rational solutions of a linear difference equation
with polynomial coefficients. Rational solutions may be a building block for other
types of solutions, and more general, such algorithms may be a part of various
computer algebra algorithms (see [22, 9, 10, 18], etc.). Investigations of new ways
to construct such solutions are quite valuable for computer algebra.

Let k£ be a field of characteristic 0. We consider systems of the form

Y(z+1) = A(2)Y (), (1)

Y(z) = (Yi(z),Ya(z),..., Yo (2)T, A(z) = (ai;(z)) € Mat,(k(z)). It is assumed
that there exists the inverse matrix A™'(z) = (a;;(x)) € Mat,(k(x)). If an inho-
mogeneous system Y (z + 1) = A(z)Y(x) + G(z) is given and A(z) is as in (1),
G(z) € k(x)™, then by adding to Y (z) an (n + 1)-st component with value 1, one
can transform the given system into a homogeneous system with an invertible ma-
trix B(z) € Mat,1(k(z)) (see, e.g., [17, Sect. 2.2]). For this reason we restrict our
consideration to (1). At the same time we will consider scalar equations of the form

y(@+n) +ana(@)y(@+n—1)+ - +a(x)y(@ + 1) + a(@)y(z) = (), (2)

o(x),a1(x), ... an_1(z) € k(x), ap(x) € k(z) \ {0}, and such an equation is inho-
mogeneous if ¢(x) is a non-zero rational function. By clearing denominators we can
rewrite (2) as

bu(2)y(x +n) + -+ bi(x)y(z + 1) + bo(2)y(z) = ¢(), (3)
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W(x), by (x),. .., bh—1(x) € k[x], bo(x),bn(x) € klz] \ {0}. The equations (2), (3) can
be represented in the operator form. For example, (3) can be written as L(y) = ¥(z)
where L = b, (2)¢" + -+ - + bi(x)p + bo(2), o(y(x)) = y(z + 1).

Currently, a few algorithms for finding rational (i.e., rational function) solutions
of equations (2), (3) and systems (1) are known. The algorithms from [4, 5, 12, 16, 7]
first construct a universal denominator, i.e., a polynomial U(z) such that in the
scalar case an arbitrary rational solution y(z) of (2) or (3) can be represented as

pu— 4
) = 2. ()
where z(x) € k[z] (in other words, if (2) has a rational solution % which is in the

lowest terms then g(z)|U(x)). In the case of a system an arbitrary rational solution
of (1) can be represented as

,1=1,2,...,n, (5)

where Z1(x), Zs(x), ..., Z,(x) € klx].

The algorithm from [16, Sect. 5] is based on constructing a set of irreducible
polynomials that are candidates for divisors of denominators of rational solutions,
and on finding a bound for the exponent of each of these candidates in a quite
simple way (the algorithm Ay). In [7, Sect. 3.4] a version of this algorithm that
finds quickly the set of all such exponents was proposed (the algorithm Ap;).

When a universal denominator is constructed, one can substitute (4), (5) with
undetermined z(z) resp. Z;(x) into the initial equation resp. system to reduce the
problem of searching for rational solutions to the problem of searching for polynomial
solutions. After this, e.g., the algorithms from [1, 6] (the scalar case) and the
corresponding algorithm from [5, 12, 19] (the case of a system) can be used.

The algorithm from [17] is applicable to the system (1) when & = C. It finds
n rational functions Ry (z), Ra(z),..., R,(x) € C(z) which are called denominator
bounds such that for any rational solution of (1) we have

Yi(x) = Zi(z)Ri(x), i=1,2,...,n, (6)

where Z,(z), Zy(x), ..., Zy(x) € Clz] (the numerator of R;(z) is a factor of the
numerator of the ith entry Y;(x) of any rational solution Y (z)). The substitution
(6) is used instead of (4), (5). In [16, Sect. 4] a version Ap of this algorithm
suitable for a field k of characteristic 0 was proposed, and the scalar case (2), (3)
was especially considered as well.

It was shown in [7, 8] that the algorithm A}, has advantages in comparison
with other mentioned algorithms for reducing the problem of searching for rational
solutions to the problem of searching for polynomial solutions.

The paper is organized as follows. Sect. 2 is devoted to a theoretical basis for
algorithms for constructing universal denominators and denominator bounds. Sect.
3 contains descriptions (a short review) of the algorithm from [4, 5, 12, 16, 7, 17].



In Sect. 4 we give some analysis of the algorithms from [4, 5, 12, 16, 7] and show
that all of them give the same universal denominator, but the algorithm Aj; has the
lowest complexity.

A combination of one of the algorithms Aj;, Ap with an algorithm (the same in
both cases) for finding all polynomial solutions gives the algorithms (A7), (Ag) for
constructing all rational solutions. In Sect. 5 we show that some natural supposi-
tions on the used algorithm for finding all polynomial solutions allow to show that
the complexity of (A7) is less than the complexity of (Ag)

In Sect. 6, we discuss our implementation of the mentioned algorithms and give
a time comparison of these algorithms.

In Sect. 7 some changes of the traditional scheme for finding rational solutions of
scalar homogeneous equations with polynomial coefficients are proposed. In many
cases these changes allow one to predict the absence of rational solutions in an early
stage of the computation.

2 The Dispersion Set

Working with polynomial and rational functions over k we will write f(z)Llg(z)
for f(x),g(z) € k[x] to indicate that f(z) and g(x) are coprime; if F(z) € k(x),

then den F(x) is the monic polynomial from k[z| such that F(x) = defl (;zx) for some

f(z) € k[z], f(x)Lden F(x). In this case we write num F'(z) for f(z). The set of
monic irreducible polynomials of k[z] will be denoted by Irr(k[z]). If p(x) € Trr(k[z]),
f(x) € k[z], then we define the valuation val,) f(x) as the maximal m € N such that
p" ()] f(x) (valy)0 = 00), and val,) F'(z) = valy)(num F(x)) — val,(den F(x))
for F'(z) € k(z).

Let A(x) be as in (1), then we define

den A(z) = lemi_, lem}_; den(a;;(x)), den A™'(z) = lemi_, lem}_; den(ay;(z)).

If F(z) = (Fi(x), Fy(x),..., F.(z))" € k(z)" then den F(z) = lem[_, den Fj(x), and
valy,) F(z) = min", valy, F;(z). A solution F(z) = (Fi(z), Fs(z),..., F,(x))" €
E(x)™ of (1) as well as a solution F(z) € k(x) of (2), (3) is a rational solution. If
den F'(x) # 1 then this solution is non-polynomial, and polynomial otherwise.

If p(z) € Irr(k[z]), f(x) € k[z] \ {0} then we define the finite set

No@) (f(2)) ={m € Z : p(x +m)|f(z)}. (7)
If Ny (f(z)) = @ then we define max N, (f(x)) = —oo0, min N, (f(x)) = +oo.

From now on we use the notation
V(z) =by(x —n), W(x)=by(x)
for equation (3), and
V(r) = ui(z = 1), W(x) = uo(x),

where u;(z) = den A(z), up(z) = den A~ (x), for system (1).
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For f(x),g(x) € k[z] \ {0} we define their dispersion set:

ds(f(z), g(x) = {d € N : degged(f(x), g(x +d)) > 0}

and their dispersion:

dis (f(2), g(x)) = max(ds( (), g(x)) U {—o0}).

The dispersion is equal to —oo iff degged(f(z), g(x + d)) = 0 for all d € N, and
belongs to N otherwise. The set ds(f(x),g(x)) can be computed as the set of all
integer non-negative roots of the polynomial Res,(f(z), g(z + d)) € k[d]. However
this set can be obtained faster if one resorts to the approach from [21] based on the
full factorization of f(x) and g(z).

If a non-polynomial rational solution exists then the set ds(V (z), W(z)) is not

empty ([2, 5]).

3 Algorithms for Constructing Universal Denom-
inators and Denominator Bounds

In Sect. 3.1, 3.2, 3.3, 3.4 we review algorithms for constructing universal denom-
inators. In Sect. 3.5, 3.6 we consider an algorithm for constructing denominator
bounds (versions of the algorithm from [17] given in [16]).

3.1 The Algorithm Ap from [4, 5]

The algorithm is as follows:

Find D = ds(V(z), W (z)). If D = @ then terminate the algorithm with the
result U(xz) = 1 (we suppose below that D = {d;, ds,...,ds} and dy > dy > - -+ > dg,
s> 1). Set U(z) = 1 and successively form = 1,2, ..., s execute the following group
of assignments:

P(z) = ged(V(x), W(z 4+ dp))

V(z) =V(z)/P(x)

W(zx) =W(z)/P(x —dp)

U(a) = U@) 1% Pla — 1)

The final value of U(x) is a universal denominator for equations (2), (3) or, resp.,
system (1).

We will refer to this algorithm as Ap. This algorithm is exploited in current
versions of Maple [23]:
LREtools[ratpolysols], LinearFunctionSystems[UniversalDenominator].

3.2 The Algorithm from [12]

In [12] a more general problem than the search for rational solutions of system (1)
was solved. However, the algorithm from [12, Prop. 3] can be used to compute a



universal denominator u(z) related to (1). Using our notation (setting in addition
d = dis (V(z), W(z))) this algorithm may be represented as follows.
Consider the sequence of polynomials {(V;(x), W;(x), P;(z))} defined inductively
as:
Vole) = V(z), Wolz) = W(z), Po(a) = ged(V(x), W (x +d)),

and for j =1,2,...,d,
Vi(z) = Vj_1(2)/ Pi—1(z),
Wij(z) = Wi_i(z)/Pj—a(x —d+j — 1),
Pj(x) = ged(Vi(z), Wiz + d — j)).
Then u(z) = [T, 15 Pz — i),

3.3 The Algorithm Ay from [16]

An explicit formula for a lower bound of val,)F (z) can be found in [16]: if F(x)
is a rational solution of equation (3) or system (1) then for any p(z) € Irr(k[x]) we
have val, ) F () 2> —7p(z), Where

Yp(z) = Min Z valy@)V (), Z val, W (z) p . (8)
1eN 1eN

This formula was used in [16] as a base for the new algorithm A for computing
a universal denominator. This algorithm can be divided into two steps. In the first
step, Ay constructs a finite set M of irreducible polynomials that are candidates
for divisors of denominators of rational solutions. At the second step, for each
p(z) € M this algorithm computes the product [],,)c) p"@ (z) which gives a
universal denominator related to a given equation or system.

We define
M = {p(z) € Irr(k[z]) : min Ny (W (2)) <0, maxN,(V(z))>0}.

For constructing this set the full factorization of polynomials V(z), W(zx) has to
be found. Then we find the finite set @ C Irr(k[z]) such that ¢(z) € @ iff
min Ny (W (z)) = 0, and max Ny (V(z)) > 0. Let Q@ = {q1(2), 2(), ..., qs(x)},

s > 1. For each 1 <7 < s we consider
Mg,y = {ai(2), qi(z + 1),... (2 + di) }, (9)
where d; = max Ny, ) (V(z)). We have M = J;_; My, (2).

3.4 An Improved Version of the Algorithm Ay (the Algo-
rithm A}, from [7])

As it is described above the algorithm A contains two steps: the construction of
the set M and the computation of 7, using (8) for all p(x) € M, which results in
the universal denominator. Formula (8) contains the sums by [ € N. In spite of the
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fact that N is infinite, the sums have only finite number of summands corresponding
to the irreducible factors of V' (z) and W (x), which are equal to non-negative and
non-positive shifts of p(x), respectfully (the corresponding valuations are equal to
the exponents of such factors in the factorization of V(x) and W(z)). It is clear
that when we compute (8) for p(x) = ¢i(x + j) € My, () (Where My, is as in (9)),
the corresponding 7, (»+;) might be equal for many successive j. Indeed if we have
computed 7, (»), and after that we compute vy, (445 for j from 1 to d;, then the value
can be changed only for those j for which there is an irreducible factor of V(z)
or W(z) equal to ¢;(z + j) (such critical points can be computed in advance while
constructing the set M). The consideration is a basis for the improved version of
the algorithm A (more details can be found in [7, Sect. 3.4]).
We will refer to this detailed (improved) version of Ay as Ajp,.

3.5 The Algorithm Ajp from [17, 16] (the case of a system)

The algorithm from [17] was modified in [16, Sect. 3, 4] in two directions: first,
instead of complex numbers irreducible polynomials from k[z] are considered, and
second, the set of the irreducible polynomials which are used to find lowers bounds
of valuations is constructed in a specific way (the modified version A g uses the same
set M as the algorithms Ay, Aj; while the algorithm from [17] uses another set S;
even when k = C we have M C S and M is a proper subset of S in a large number
of cases).

Let A(x) be as in (1). We define Ay(z) = A(z — 1)A(x — 2)... A(x — N) and
A y=AYx)A (x+1)... A~ (z+N—1) for each positive integer N. Then Y (z) =
An(z)Y (x — N) for each solution of (1), N = £1,£2,... We define B(p(z), N,1)
as the minimum of the valuations at p(z) of the entries in the i-th row of Ay(x).
The algorithm A g for the case of a system (1) is as follows. Computing successively
matrices Ay(x) for N =1,2,...,d + 1 we find for each ¢ such that 1 < ¢ < s and
dy > N — 1 the values B(q/(z +d; — N +1),N,i), i = 1,2,...,n, which give us
left-hand bounds for valg,ziq,—n+1)Yi(x), © = 1,2,...,n. Analogously we compute
successively matrices A_y for N = 1,2,...,d + 1 and find for each ¢ such that
1<t<sandd, > N —1 the values B(q;(x + N —1),—N,i),i=1,2,...,n, which
give us right-hand lower bounds for valy, z+n-1)Y;(2), i = 1,2,...,n. We have two
lower bounds for each of the valuations valy,,45)Yi(x), i =1,2,...,n,t =1,2,...,s,
Jj=0,1,...,ds, and can take the maximal one, we denote it by «; ;;. The rational

. Qg 4 . . .
functions R;(x) =[] 1<e<s ¢, 7" (x +J), i = 1,2,...,n, are denominator bounds.
0<7<dy

3.6 The Algorithm Ap from [17, 16] (the scalar case)

In [17] the algorithm is described only for systems of the form (1). Scalar equations
(2), (3) are assumed ([17, Sect. 3]) to be transformed to the system with the
companion matrix A(x) of the initial scalar equation. But the matrix operations are
quite costly. A scalar version of the algorithm was given in [16]. We describe this
version assuming that the ground field is an arbitrary field & of characteristic 0.



In the scalar case for an arbitrary non-zero integer N we can construct equations
y(x) =vn o1 (@)y(x = N)+ -4+ oy o(z)y(rt = N —n+1) + oy —1(x), (10)

with rational function coefficients which are satisfied by all rational solutions of (2)
and (3). Let p(z) € Irr(k[z]), N € Z\ {0}. We define B(p(z), N) as the minimum
of the valuations at p(x) of the coefficients vy, _1(z),vn o(), ..., VN n—1(z) in (10).

Constructing successively equations (10) for N = 1,2,...,d+ 1 we find the value
B(q:(x+d; — N +1),N) for each ¢ such that 1 <t < s and d; > N — 1, which gives
us the left-hand bound for valy, (z44,—n4+1)y(x). Similarly we construct successively
equations (10) for N = —1,—-2,...,—d — 1 and find the value B(q,(z — N — 1), N)
for each ¢ such that 1 <t < s and d; > —N — 1, which gives us right-hand lower
bounds for valy,—n—1y(x). We have two lower bounds for each of the valuations
valg, (z+yy(x), t = 1,2,...,s5, j = 0,1,...,d;, and can take the maximal one, we
denote it by ;. The rational function R(z) = [] <1< qf *(x+7) is a denominator

0<j<dy
bound.

4 Complexity Comparison of Ap and A},

Proposition 1. ([13, 7]) The universal denominators computed by the algorithm
from [12] and Ap coincide for any given V(x),W(z). Intermediate polynomials
computed by Ap are also computed as intermediate polynomials by the algorithm

from [12].

We now give a complexity analysis of Ap and Aj;.

Let | = max{degV(z),degW(z)}, d = dis(V(z), W(z)), and Ty(l) be the
complexity of the ged computation for two polynomials whose maximal degree is
[. We compare the complexities Ta,(l,d) and Ty, (I,d) of Ap and Aj;. In this
context, the complexity is the number of the field operations in k in the worst case.

Proposition 2. ([7]) If Tya(1)/(llogl) — oo then the difference Ta, (I, d)~Ta; (I, d)
is positive for almost all l,d € N* and

Zé:o Tgcd(i) + O(l log l), if d > l,
Tap(l,d) —Tay (1,d) = (11)
S Teea(i) + O(llogl), ifd <.

In the next proposition we use the {2-notation which is very common in complex-
ity theory ([20]). Unlike O-notation which is used for describing upper asymptotical
bounds, the (2-notation is used for describing lower asymptotical bounds.

Proposition 3. ([7]) Let Tyea(l) = Q(I%), o > 1. Then the difference T, (l,d) —
Ta; (1, d) is positive for almost all I,d € N* and is Q(S(l,d)), where

e+ i d >,
S(1,d) =
die,  ifd <.



To the authors” knowledge Tyeqa(l) = 2(I%), o > 1, for the algorithms now in use
in actual practice for gcd computations.

The fast Euclidean algorithm [14, Ch. 11] has complexity O(I log®! loglog!)
if Fast Fourier Transform is used to multiply polynomials. But this version of the
fast Fuclidean algorithm is not practical due to a big constant hidden in O. Nev-
ertheless, if we suppose that the fast Euclidean algorithm is used and the estimate
Q(l log?l loglogl) (or, even Q(I log®l)) is valid for the complexity of this algo-
rithm then by Proposition 2 the difference Ta,(l,d) — Ta; (I, d) is positive (i.e.,
Ta: (I,d) < Ta,(l,d)) for almost all [,d € N*.

The reason of the appearance of the factor log!/ in formulas of Proposition 2 is
the complexity O(llogl) of critical points sorting (see Sect. 3.4). We consider a
comparison of two integer numbers as an operation in k (integer numbers are in
k due to its zero characteristic). However if we take into account only arithmetic
operations in k then the factor log! can be omitted. In this case we can take a > 1
in the hypothesis of Proposition 3, and do not consider separately the fast Euclidean
algorithm.

Thus the algorithm from [12] and the algorithms Ap, A}, produces the same
universal denominators, therewith Aj; has the lowest complexity among them.

5 Complexity Comparison of (Ag) and (A})

The complexity of Ap is greater than the complexity of Ay ([16, Th. 2(i)]) and
therefore it is greater than the the complexity of Aj,. However the algorithm Ap
gives quite exact lower bounds. A combination of one of the algorithms Aj;, A with
an algorithm (the same in both cases) for finding all polynomial solutions gives the
algorithms (A7), (Ag) for constructing all rational solutions. We compare below
the complexities of (A};) and (Ag) ([8]).

Consider the scalar case. Some natural suppositions about the used algorithm
for finding all polynomial solutions allow to show that the complexity of (Ay) is
less than the complexity of (Ap) (as in Sect. 4 the complexity is the number of the
field operations in k in the worst case). For this investigation we need the notion of
the height of an equation.

It is known that for any equation L(y) = ¢ (x) of the form (3) one can construct
its indicial equation I(\) = 0 at oo (which is an algebraic equation) and an integer
number w (which we call the increment of the equation) such that the degree of any
polynomial solution of L(y) = ¢(x) does not exceed the height of L(y) = ¥(z):

h = max{deg® —w, A}, (12)
where .
A=max({A e N : I(\) =0} U{—o0}). (13)
Recall that to get I(\) and w one can rewrite (3) using the operator A = ¢ — 1
instead of the shift operator ¢: L = ¢, (x)A" + -+ + ¢1(x)A + ¢o(x). Then

w = max (dege; —j), I(A) = Z le(e)AA=1)...(A =7 +1).
dcga\j:;:w
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We suppose that the polynomial solutions algorithm which is used by (Aj,) and
(A ) computes first the height (12) and then computes polynomial solutions using
the height as an upper bound for their degrees.

For an equation L(y) = ¥ (z) be of the form (3) we set

| = max{degby(x),degb;(x),...,degb,(z)},

d = dis (b,(z — n),by(z)),

n =ord L,

h = the height of the equation.

The quadruple (I,d,n,h) is the combined size (or just the size for short) of the
equation L(y) = 1(z). We consider the complexities T<A/U> (l,d,n,h), Tiapy(l,d,n, h)
of the algorithms (A};) and (Ap).

Using the algorithm Aj; (resp., Ag) on the first step and clearing denominators
after the corresponding substitution one gets an equation with polynomial coeffi-
cients and a polynomial right-hand side. This equation will be called the U-image
(resp. B-image) of the original equation. On the final step the algorithms (A}),
(A ) find all polynomial solutions of the U- (resp. B-) image of the original equa-
tion.

The following lemma is a consequence of Remark 1 from [15]:

Lemma 1. Let F(x) € k(z) \ {0}. Let K(z) = x(x) be the equation that we
get clearing denominators after the substitution y(x) = z(x)F(x) into the original
equation L(y) = ¥(x). Let I(\) = 0 and I'(A) = 0 be the indicial equations for
L(y) = ¥(x) and, resp. for K(z) = x(x). Then I'(\) = I(A + degnum F(z) —
degden F'(x)).

Let the size of the original equation be (I, d,n, h). Denote by (I, dy, ny, hy) the
size of the U-image (of course, ny = n). In addition denote by ry the degree of the
right-hand side of the U-image.

Lemma 2. (/8]) Let the size of an equation L(y) = ¢ (x) be (I,d,n,h). Then
(i) the set M of this equation contains no more than l(d+1) elements (irreducible
polynomials) and

ly <lin—1), hy <hl+(d+1), 7o <h+I1(d+n);
(i) the height of the equation

f+n+dylz+n)+ @+ Dyl@+n—1)+... (14)
ot (@ Dyl + 1) + fa)y(e) = (@ + 1),

where

=T (++ 7).

t=1
is equal to h (thus the size of this equation is (I,d,n, h)), and the set M has l(d+1)

elements, the algorithm Ay, gives for this equation the universal denominator of
degree [(d+ 1), and

hy =h+1d+1), ly=Iln—-1)+h, ry =h+1(d+n)
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(by (i) these values are the maximal possible for the equations of size (I,d,n,h)).

(Lemma 1 plays a significant role in the proof of (i).)

Note that if we remove the component h from the combined size then the com-
plexity of each of (Ag), (Ay;) will be equal to co. When the combined size as
the quadruple (I,d,n,h) is fixed, the cost of the rational solutions computation is
bounded.

Denote by S 4.n,n the set of all equations of size (I, d, n, h) and by U 4, 5 the sub-
set of §; 4.5, which consists of the equations such that the cost of finding (or absence
recognizing) polynomial solutions of the U-image of each of them is maximal among
all equations from &; 4, . The set U 4, , may contain more than one equation.

Proposition 4. (/8]) Let the algorithm which is used for finding polynomial solu-
tions be such that equation (14) for anyl,d,n, h is inUqnpn. Then Tia (1, d,n,h) >
T<A/U> (l, d, n, h), and T(AB)(Z, d, n, h) — T<A/U> (l, d, n, h) = Q(dln).

Our assumption that (14) belongs to U a4, is quite reasonable. We do not
specify the used algorithm for finding polynomial solutions but suppose that the
algorithm uses the height of the equation as a bound for degrees of solutions. By
Lemma 2 the height of the U-image of (14) is maximal and the U-image itself is
maximally cumbersome among the U-images of equations from S; 4, .

In the case of a system the algorithm (Apg) needs to construct matrices Ay,
which is even more costly than constructing equations (10).

6 Implementation and Experiments

The implementation of A p is available in Maple as an internal procedure of LREtools
package. We implemented Aj; to perform comparison experiments. Note that Aj;
is based on the full factorization of the given polynomials V(z) and W(z). Our
implementation uses the result of the factorization not only to construct the set M
of irreducible polynomials, but also computes (8) using it. It is not the case for
the implementation of Ap in Maple. It uses the procedure LREtools|dispersion| to
compute the dispersion of polynomials which implements the algorithm [21], i.e.,
uses the full factorization. But the next steps of Ap are implemented as presented
in Sect. 3.1 not exploiting the result of the factorization of the previous step.

We also performed comparison experiments for (A};) and (Ag). (A}) is imple-
mented combining our implementation of A}, and Maple’s LREtools|polysols| (the
scalar case) and LinearFunctionalSystems[PolynomialSolution] (the case of a sys-
tem) for finding all polynomial solutions. We have also implemented A p (both for
scalar and system cases); (A g) is implemented combining this implementation of A g
and Maple’s LREtools|polysols] (the scalar case) and LinearFunctionalSystems[Poly-
nomialSolution| (the case of system) for finding all polynomial solutions.
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6.1 Comparison of A}, and Ap

We performed several experiments to compare A}, and Ap. The result of one of the
experiment is presented below.
The both algorithms were applied to the input set:

1
Viz)=W(z) = H(x—i—m—f—i—I— 1/i)(x —m —i+1/1)
i=1
for m = 20,100, 500, 2500, | = 1,15, 30,45,60. The corresponding found universal

denominators are: Hé:l H;n:_lm_l(x —j+1/i). Results for the input set, in seconds:

m=20 m=100 m=500 m=2500
AT Ap | A | Ay | A, | Ap | A, | Ap
I=1 | 0.016 | 0.015 | 0.000 | 0.000 || 0.000 | 0.016 || 0.031 | 0.031
I=15 | 0.078 | 0.375 | 0.109 | 0.422 || 0.172 | 0.531 || 0.578 | 1.032
1=30 | 0.359 | 2.890 | 0.407 | 3.063 || 0.531 | 3.484 | 1.266 | 5.344
I=45 | 0.860 | 10.641 || 0.796 | 11.547 || 1.516 | 13.234 || 3.078 | 17.656
I=60 | 2.406 | 31.187 || 2.719 | 33.484 || 2.657 | 37.125 || 4.766 | 44.797

The input set corresponds near to the worst case for both algorithms Aj, and
A p, and an advantage of Aj; is evident.

The results of other experiments to compare A}, and A p are available in [7]. All
the experiments confirmed the practical benefit of Aj;.

6.2 Comparison of (A};) and (Ap) (the scalar case)

We performed several comparison experiments to compare (Aj;) and (Ag). The
result of one of the experiment is presented below.

(Ay;) and (Ap) were applied to 27 equations (14) from Lemma 2: h = 6 for
all of them, n = 3,6,9, 1 = 2,4,6, d = 5,10,15. The resulting Tia,)(l,d,n,h) —
T<A,U>(l, d,n,h), in seconds:

d=5 d=10 d=15
0.546 - 0.141 = 0.405 | 1.438-0.125 = 1.313 2.796 - 0.203 = 2.593
1.359 - 0.235 = 1.124 | 4.188 - 0.375 = 3.813 9.594 - 0.812 = 8.782
2.703 - 0.375 = 2.328 | 10.172 - 0.969 = 9.203 | 24.937 - 1.734 = 23.203
0.813-0.234 = 0.579 | 2.015 - 0.328 = 1.687 4.625 - 0.453 = 4.172
2.313-0.672 = 1.641 | 7.515 - 1.063 = 6.452 17.235 - 2.140 = 15.095
5.094 - 1.547 = 3.547 | 18.484 - 3.156 = 15.328 | 45.656 - 6.094 = 39.562
1.047 - 0.563 = 0.484 | 3.062 - 0.671 = 2.391 6.610 - 1.063 = 5.547
3.687 - 1.328 = 2.359 | 11.063 - 2.516 = 8.547 | 25.484 - 4.265 = 21.219
8.281 - 3.172 = 5.109 | 28.453 - 6.875 = 21.578 | 69.672 - 13.328 = 56.344

O O O | | | W| W W =
D = DO O = | DO O | DN —

The results correspond to Proposition 4, and moreover the difference Tya ,y (1, d, n, h)—
T<A,U>(l, d,n,h) grows even faster than d for the fixed n, .
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Note that h is not in the table: h = 6 for all equations. Additional experiments
with h = 2,4 show that the results are almost independent from h — the growth of
h in 3 times from 2 to 6 causes the change of Tia (I, d,n,h) — T<A§J>(l,d,n, h) in

less than 3% for fixed [, d, n).
The results of other experiments to compare (A};) and (Ap) are available in [8].
All the experiments’ results corresponded to the proposition 4.

6.3 Comparison of (A};) and (Ap) (the case of a system)

In the experiment (A};) and (Ag) were applied to 3 input sets. Each set contained

20 equations of order n = 2, 3,4 correspondingly. Each system had fundamental

system of solutions consisting of randomly generated rational functions. Note that

such inputs were more convenient for (Ap), since Ap constructed exact bounds

(without possibility to reduce) for such inputs in accordance with [17, Theorem 1].
Results for the experiment:

n | degU(z) | degden R;(z) | Time Time
A As (AL) | (Ap)
2 7-39 2-8 7.216 22.922
3 18-49 3-21 38.859 | 169.906
41 36-74 5-28 176.829 | 836.172

Each row in the table corresponds to the input set with the parameter n. The
other columns present ranges of degrees of denominators found by Aj, and Ap for
the systems in the corresponding set, as well as the total time for finding rational
solutions for all systems in the set taken by (A) and (Ap).

The time of (Ap) was greater than the time of (Ay;) for all the input sets in
spite of the exact bounds found by Ap (note that Aj, found less exact bound as it
is seen from the ranges of degrees of denominators in the table).

7 Scalar Homogeneous Equations Having no Ra-
tional Solutions

Many equations (even a “majority” of them) have no (non-zero) rational solutions.
However if one uses algorithms like (AJ];) or (A p) then the absence of such solutions
will be recognized only in the last step of computation when U-, resp. B-image of
the original equation is constructed. In [15] some changes in the scheme of these
algorithms for the case of scalar homogeneous equation L(y) = 0 with L = b, (z)¢"+
s+ b (x)d + bo(x), Y(x),bi(x), ... bhi(z) € klx], bo(x),bn(x) € k[z] \ {0}, were
discussed. In any case these changes do not increase the computation cost, but
allow one quite often to predict the absence of rational solutions in an early stage
of computation and to stop the work. The changes are based on Lemma 1.

Proposition 5. ([15]) Let d = dis (b,(z — n),bo(x)) = 0, and let X be as in (13).
In this case,

12



(i) if the inequality
A+ (d + 1) min{deg by(z), degb,(z)} >0 (15)

is not valid then L(y) = 0 has no rational solutions,

(i7) if F(x) is an arbitrary denominator bound computed for L(y) = 0 and
K(z) = 0 is the equation that we get clearing denominators after the substitu-
tion y(x) = z(x)F(x) into the original equation L(y) = 0 (e.g., F(x) = ﬁ or
F(z) = R(z) where U(x), R(z) are the result of applying Al;, resp. Ap to L(y) =0)
then A—deg num F(x)+deg den F(z) is an upper bound for degrees of all polynomial
solutions of K(z) = 0.

Some simple examples. For L = 2(x + 2)¢ + (2z + 3) the indicial equation is
2XA 4+ 1 = 0. There are no integer roots. Thus L(y) = 0 has no rational solutions.
For L = (z+1)(z*+1)¢ — x(2® — 4z + 1) the indicial equation is A+5 = 0. We have
A = —5, d = 0. Inequality (15) is not valid. Thus L(y) = 0 has no rational solutions.
For L = (x +2)¢ — 2 we have A\ +2 =0, A = =2, d = 1. Inequality (15) is valid.
If the algorithm A}, is used, then we get R(x) = m We have —2 —0+2 = 0.
Thus by Proposition 5(ii) 0 is an upper bound for degrees of polynomial solutions
of the U-image, which is (z + 1)y(z + 1) — zy(x) = 0. Constants and only them are
polynomial solutions.
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