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Abstract. Algorithms for finding hypergeometric solutions of scalar lin-
ear difference equations with rational-function coefficients are known in
computer algebra. We propose an algorithm for the case of a first-order
system of such equations. The algorithm is based on the resolving pro-
cedure which is proposed as a suitable auxiliary tool, and on the search
for hypergeometric solutions of scalar equations as well as on the search
for rational solutions of systems with rational-function coefficients. We
report some experiments with our implementation of the algorithm.

1 Introduction

As a rule, both in scientific literature and in practice, algorithms for finding
solutions of a certain kind for scalar differential or difference equations appear
earlier than for systems of such equations. It may also be that a direct algorithm
for systems is known in theory but does not yet have an available computer im-
plementation (e.g., there is no such implementation in commonly used software
packages). In this case, one makes an effort to find solutions of a system through
some auxiliary scalar equations which are constructed for the system.

In [20, 18, 15], algorithms for finding hypergeometric solutions of scalar lin-
ear difference equations with rational-function coefficients were described. Using
those algorithms, we propose below an algorithm to find hypergeometric solu-
tions of linear normal first-order systems of the form y(z+1) = A(z)y(x), where
A(x) is a square matrix whose entries are rational functions. Our algorithm dif-
fers somewhat from the algorithms based on the cyclic vector approach and is
faster, as our experiments show. It is also worthy to note that even if A(z) is
singular, this is not an obstacle for our algorithm.
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Generally, direct algorithms work faster than algorithms that first uncouple
the system. Thus, very likely, also the search for hypergeometric solutions of
systems will become faster with the advent of full direct algorithms (it is known,
e.g., that work is under way on such an algorithm for normal first-order systems
with rational-function coefficients [11]). Until then, our algorithm can be useful
for solving systems — all the more so since our experiments show that it works
in reasonable time.

As an example of a computational problem which requires finding hypergeo-
metric solutions of a first-order linear difference systems with rational-function
coefficients we mention the important OPERATOR FACTORIZATION PROBLEM:
Given a linear difference operator L of order n with rational-function coeffi-
cients and a positive integer r < n, find a linear difference operator R of order r
with rational-function coefficients which divides L from the right, or prove that
no such R exists. This problem can be solved by noticing that the N = (’Z)
maximal minors of the nth generalized Casoratian of a fundamental set of so-
lutions of R must satisfy a system of first-order linear difference equations with
rational-function coefficients easily obtainable from the coefficients of L, and
that the coefficients of R must be proportional to certain r + 1 of these minors
(cf. [13)).

2 The Problem

Let K be an algebraically closed field of characteristic 0. Denote by Hg the K-

linear space of finite linear combinations of hypergeometric terms over K (i.e.,
h(z+1)
hw(z)

coefficients in K.
Let E be the shift operator: Ev(x) = v(z+1), and let A(x) be an m xm-matrix

whose entries are in K (z). We consider systems of the form

By = A(@)y, y=1(2),...,ym ()", (1)

and propose an algorithm which for a given system of the form (1) constructs
a basis for the space of its solutions belonging to Hp'. The basis consists of
elements of the form

€ K(z) for each hypergeometric term h(z) under consideration) with

h(z)R(x), (2)

where h(z) is a hypergeometric term and R(z) € K (x)™.

We will say that an element of H? is related to a hypergeometric term h(z)
if it can be represented in the form (2) (i.e., if each of its nonzero components
is similar to h(z)).

For a system of the form (1), we will use the short notation [A(z)].
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3 The Reasoning Behind the Algorithm

3.1 The Resolving Equation and Matrix

Let y be any solution of (1). It follows by induction on j that

J
Ely = (H Eﬂ'iA(x)> y, j=0,1,2,...

i=1
Let ¢ € K(x)™ be an arbitrary row vector, and ¢ = cy a scalar function. Then

Eit = (Fic) (Fy) = cbly where

il — (ch) (ﬁ Ej_iA(gc)> e K(z)™, j=0,1,2,...,

i=1

are row vectors. We can construct the sequence c[O], 0[1], ... step by step, using
the recurrence relation

A =¢ = (B~hA, i=1,2,... (3)
As el M0l are m+1 vectors of length m, they are linearly dependent
over K(z). Let k € {0,1,...,m} be the least integer such that cl%, ¢l ... cI¥

are linearly dependent over K (x). Then there are wug(x),ui(x),...,ur(z) €
K(z), with ug(z) # 0, such that Z?:o uj(x)cil = 0. So Z?:o uj(z)Eit =
Z?:o u;(x)clly = 0 as well. In particular, for

c¢c=1(0,...,0,1,0,...,0) (4)
—— =
i—1 m—i
we have t = cy = y;, hence
k .
> uj(a)Ely; =0 ()
=0

is a scalar equation of order k satisfied by y; for any solution y of [A(x)].

Definition 1. Let row vectors % cll ... clFl and ug(z),ui(z),...,up(z) €
K(x) be constructed as it is described above. Then we call (5) the y;-resolving
equation, and the full rank k x m-matriz B(x) whose jth row, for j =1,... k,
is V=Y the y;-resolving matrix of [A(x)].

With the y;-resolving matrix B(z) we have
B(x)y = (yi, Byi,...,. E* 'ya)" (6)

for any solution y of [A(z)].
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3.2 The Minimal Subspace Containing All Solutions with y; # 0

Fix 7 and pick one solution from each set of similar hypergeometric terms satis-
fying (5). Let the selected hypergeometric terms be

hi(x), ..., h(z). (7)

For each hj(z) substitute y(z) = hj(z)z(z) into [A(z)], where z(z) =

(z1(z),...,2m(x))T € K(x)™ is a new unknown vector. If hzg””(z)l) = ri(z) €

K (x) then we get the system

Ez(x) = A(x)z(z). (8)

If Rji(z),...,Rjs;(x) € K(x)™ is a basis for rational solutions of system (8)
then we obtain K-linearly independent hypergeometric solutions

hj(@)Rja(x), ... hj(@) Rjs; () (9)
of [A(z)]. Consider all such h;(x) for j =1,...,1. The solutions
hi(z)Ryi1(z), ..., h1(2)R1s,(x), ..., hi(x)Ri1(x), ..., hi(x) Ry 5, (x) (10)

of the system [A(x)] generate over K all the solutions of [A(z)] which have the
form h(z)R(x), where R(z) € K(x)™ and h(x) is a hypergeometric term similar
to one of (7). In particular, they generate all the solutions with y;(z) # 0. In this
sense, (10) is a basis of the minimal subspace containing all solutions with y; # 0.

3.3 The Use of RNF

If hj(x) € K(z) for some j then the system transformation leading to (8) is not

needed since if a solution is related to a rational function then it is related to 1.
More generally, if h;(z) is a hypergeometric term and hj}'&:)l) = r;j(x) then we

can construct the rational normal form (RNF) of r;(z), i.e., represent r;(z) in
the form U](x)% with U;(z), V;(z) € K(x) where U;(z) has the numerator
and the denominator of minimal possible degrees [7]. We can use U;(z) instead of
rj(x) in (8). In this case we have to use in (9) the hypergeometric term %hj (x)
instead of h;(x).

3.4 The Space of Solutions with y; = 0

Here we are interested in the solutions of [A(x)] belonging to H? with y;(x) = 0.

Proposition 1. Let equation (5) with k < m be the y;-resolving equation for
[A(2)], 1 <i < m. Then there are m — k indices 1 < iy <igs < -+ <ipm_p < m,
and an (m — k) x (m — k)-matriz A(z) with entries in K (z) such that if in some
space A over K(x), the system [A(z)] has a solution y(x) with y;(x) = 0, then
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1. the vector §(x) = (yi, (), ..., yi, ()T satisfies By = A(x)7,
2. each yj(z) with j & {i1,...,im—k} can be expressed as a linear form in
Yiys - Yi,,_, having coefficients from K(z).

If k =m in (5) then y;(z) = 0 implies y;(z) =0 for all j =1,...,m.

Proof. Note that if y;(z) is zero then Ey;(x), E?y;(z),..., E*ly;(z) are zero as
well. Since clly = Fi(cy) = Ely; = 0, this yields a system of k independent
linear algebraic equations

B(z)y=0 (11)

for the unknown y(z), where B(z) is the y;-resolving matrix of [A(z)] (see Sec-
tion 3.1). The matrix B(z) has full rank, and hence there exist m — k entries
Yiy,-- s Yi,,_, of y such that by means of this system, the other k entries of y
can be expressed as linear forms in y;,, ..., y;  _, having coefficients from K(z).
Now we can transform [A(z)] as follows:

For each 1 < j < m such that j & {i1,...,im—k} We

(a) remove the equation

Eyj =ajnyr + -+ ajmYm

from [A(z)],
(b) in all other equations, replace y; by the corresponding linear form in
Yiys- -+ Yi,,_, (in particular, y; will be replaced by 0, since the first row

of B(z) is ¢l = ¢ as given in (4), hence system (11) contains the equation
Yi = 0, and ¢ {il, ‘e ,Z'm,k}).

Denote the matrix of the resulting system by A(z). If [A(x)] has a solution
y(z) € A such that y;(z) = 0, then the vector §(z) = (yi, (z),...,yi,,_, ()T
satisfies Ejj = A(x)j, and each y;(z) with j ¢ {i1,...,im_x} can be expressed
as a linear form in y;,,...,¥:, ,, having coefficients from K(z).

If kK = m then B(z) is an invertible m x m-matrix of the linear algebraic
system (11). Thus, if in addition y; = 0 then y(z) satisfies (11), and y(z) = 0.

_ The proof of Proposition 1 contains an algorithm for constructing the matrix
A. This matrix is independent of the space A. We will use it in Section 4 for the
case A= H}}.

3.5 When k=m

Suppose that & = m in (5). Then B(x) is an invertible m x m-matrix, and ¢
in (4) is a cyclic vector (see, e.g., [16, 8, 12, 14] and Section 6.3 below) for the
original system [A(x)].

Let hqi(z),...,hi(x) be a basis for solutions of (5) that belong to Hg. Then
by solving the inhomogeneous linear algebraic systems

B(x)y = (hi(x), Ehi(z), . .. ,Em_lhi(:z))T, i=1,...,1, (12)

we obtain a basis for solutions of [A(z)] that belong to H.
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3.6 Selection of y;

The simplest way to select y; is just to pick the first unknown from those under
consideration. However, it is probably more reasonable to find such a row of the
matrix of the difference system which is the least “cumbersome” of all the rows
which contain the largest number of zero entries (the “cumbersome” criterion
should be clarified). Then we select the unknown y; so that Ey; corresponds to
the selected row in the matrix of the difference system.

4 The Algorithm

Input: A system of the form (1) (or, equivalently, [A(x)]).
Output: A basis for the space of all solutions of [A(z)] belonging to H, with
basis elements in the form (2).

1. £:=0; M(z) := A(z).

2. Select y; (Section 3.6). Construct the y;-resolving equation and the y;-
resolving matrix B(x) of the system [M(z)] (Section 3.1). Let k be the order of
the y;-equation. Compute a basis b for solutions of the constructed y;-equation
that belong to H; the elements of b are hypergeometric terms.

3. Include into ¢ those elements of b that are not similar to any of the ele-
ments already in ¢; in each moment the elements of ¢ are pairwise non-similar
hypergeometric terms.

4. If m = k then compute a basis hq(x), ..., hi(x) for the solutions of (5) that
belong to Hg. Then by solving inhomogeneous linear algebraic systems (12) find
a basis for solutions of [A(z)] that belong to H. (All the systems (12) can be
considered as one system with the left hand side B(z)y and a finite collection of
right hand sides.) STOP.

Comment: The equality k¥ = m may be satisfied only at the first execution of Step 4.
In all the subsequent executions, k will be less than m.

5. If the order k of equation (5) is less than the order of the matrix M (z) then

construct [M (z)] using B(x) (Section 3.4), set M (z) := M(z), and go to 2.

6. For each h;(z) belonging to ¢, apply the RNF transformation (Section 3.3)

. . hj;(x+1 . Vi(z+1
to the rational function h(j (;L) ) If the result is Uj(z) V(] (I))

Uj(x) and use it in (8) to construct a basis for the space of those solutions of the
system [A(x)] which are related to h;(z) (Section 3.2). (If 7;(x) = 1 the original
system does not change.) The union of all such bases gives a basis for the space
of solutions of [A(z)] that belong to HZ.

then set r;(z) :=

In Examples 1 and 2, the unknown y; is always selected as the first unknown
from all the unknowns of the current system.
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Example 1. Let

-1 -1
T 0 ! 0
T r+1
2
1 0 1 —x
T
Ax) =
-1 1 r—1 1
x+2 x4+1 22—2—-1 2242+1

x x z(zx+1) x
With this matrix as input the algorithm proceeds as follows:

1. £:=0; M(z) := A(x).
2. Set y; = y1. The y;-resolving matrix and equation of [M (x)] are

1 0 0 0
z—1 z—1
0 — 0
B(z) = x z+1 )
222 + 2 —1) x z(r — 1) (22 + 3z + 3) x
(z+1)(z+2) x+2 (x+1)2(x+2) z+2

and
—a(e—1)(z+2)(z+1)(@* 2z - Dy (z) +
20(x +2)(z* +2° — 2% —x — Dy (z +1) — (13)
(z —1)(z+1)(z* + 62° + 1227 + 8z + )y (z + 2) +
22z — Dz +3)(x+2y(z+3)=0

A basis b for the solutions of the resolving equation that belong to Hx consists
of only one element which happens to be a rational function:

3. In accordance with Section 3.3 we set

={e)

4. Since k = 3 and m = 4, we go to Step 5.
5. Using B(z), the matrix M(z) is transformed into M (z) which is a 1 x 1-
matrix, and the system [M(x)] is

ya(x + 1) = zys ().
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The set £ is extended by the hypergeometric term I'(x):

z:{xil,r(x)}.

6. For the first element of ¢, we get ri(z) = 1 since the RNF of =1 is
1. % The system (8) with r1(z) = 1 has no rational solutions, thus, there
is no solution of the original system which is related to ﬁ

Since % = x and the RNF of z is - 7, we use r2(z) =  in (8). This
system has a one-dimensional space of rational solutions, generated by

R(z) = (0,—1,0,1)T.

Finally, we obtain the basis of the (one-dimensional) space of all solutions of
[A(x)] belonging to H. It contains the single element

I(z)R(z) = (0, —I'(x),0,(z))".

Remark 1. Ezample 1 shows that the proposed resolving approach is not a mod-
ification of the block-diagonal form algorithm [8]: if the constructed yi-resolving
equation (13) corresponds to a diagonal block of the original system then the
system would have a rational solution. However, this is not the case.

Example 2. Let

23+ 4a? + 4 — 2 22 +3r+1 z+1  2(x+2)
+D)z+2)(z+1) (r+2)(x+1) z+4 x+4

23+ 4x? + 4 — 2 1 z+1 T
(x+4)(z+2)(z+1) (z+2)(z+1) z+4 x+4

A(r) =

3 (222 + 82 +9) B 2?2 +3r+1 2(@+1) 2w
(z+4)(xz+2)(xz+1) (x+2)(x+1) x+4 r+4

r+1 0 r+1 T

x+4 x+4 z+4

With this matrix as input the algorithm proceeds as follows:
1. £:=0; M(z) := A(z).

2. Set y; = y1. The y;-resolving matrix is a 4 x 4-matrix and the y;-resolving
equation is

(2% + 9z + 21) (2 + 172* + 1112° 4 33922 + 4532 + 167)(x + 2)%y1 (v)+

(2® 4 3027 + 3832° 4 27272° 4+ 119192 + 3303523+
5730827 + 57507 + 25746)y (z + 1)—
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(2% + 5z + 5) (2 + 2828 + 34127 + 23602° + 1015825 + 2788421+
4783323 + 472642% + 21093z + 462)y; (v + 2)+
(z 4 4)(2° + 252% + 26727 + 156425 4 52682° + 91162+
193323 — 2190522 — 365192 — 19110)y; (z + 3)+
(x4 5)(x+4)(z+7)(x + 1) (2 + Tz + 13)(2° + 122* + 532> + 9822+
455 — 42)y1(x +4) =0

A basis b for the solutions of the y;-equation belonging to Hx consists of four
elements:

B (=1)*(2z +5) - 1
—1)%(x3 2 T x3 x? T
hg(x):( 1)*(x® 4+ 72* + 16 +12),h4(x): +5x°+6

I'(z+4) I'(z+4)
3. ¢ is the same as b.

4. We decide to solve (6) and get the following basis for solutions of [A(z)]:

((—1)“”(2:174—5) (=D +5)  (=1)"(62” + 23z + 19) (_1)1‘(2x+5)>T
(z+2)(z+3) (z+2)(z+3)" (z+3)(z+2)(z+1) " (z+2)(z+3))’

( 1 B 1 B z—1 1 )T
(z+3)(z+2) (+3)(z+2) (@+3)(z+2)(z+1) (z+3)(z+2))"

((—1)1(363 + 722 + 162 +12) (=1)%(2® 4+ 5z +6) (=1)%(z® 4 72 + 16z + 12) O)T
I(z+4) R ACEE “T(z+4) D)

w(a® +50+6) 2® + 5046 a(e® +52+6) T
z+4) ° Iz+4) ’ Iz+4) °

5 On the Resolving Procedure

Now we investigate the complexity of the resolving procedure that was presented
in Sections 3.1, 3.4. The procedure transforms a linear difference system [A(z)],
where A(x) is an m X m-matrix (m > 2) whose entries belong to K (z), into one
or several scalar difference equations with coefficients in K (z). The sum of the
orders of those scalar equations does not exceed m. If [A(z)] has a solution of
the form (2) then at least one of the obtained equations has a solution of the
form h(z)r(z) with r(z) € K(z).

Proposition 2. The complezity (the number of field operations in K(x) in the
worst case) of the resolving procedure is O(m?).
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Proof. Let the size of the input matrix resp. the resolving matrix be n x n
resp. I x n where [ < mn. Then there is a constant C' such that the number
of field operations in K (x) needed for constructing the resolving equation, the
resolving matrix and the matrix A(z) (see the proof of Proposition 1) does
not exceed Cln?. Using this, it is easy to prove by induction on the number
of steps needed to construct the y;-resolving equations and matrices that the
number of field operations needed to perform the resolving procedure does not
exceed Cm3. Indeed, if the number of steps is 1 the claim is evident. Otherwise,
let the size of the y;-resolving matrix constructed on the first step be k x m
where k < m. In this case, the general number of operations in K (z) does not
exceed C(m — k)® + Ckm?2. It remains to note that m® — (m — k)? — km? =
k*(m — k) 4+ 2k(m — k)? > 0.

Algorithms for constructing a cyclic vector and related uncoupling algorithms
for normal first-order systems are well known in computer algebra. The paper
[12] contains a review of such algorithms and corresponding references. In that
paper, a new algorithm for constructing a cyclic vector based on fast linear alge-
bra algorithms ([21]) is also proposed. The existence of cyclic vector algorithms
suggests that there is no need for resolving procedures — all the more so since
cyclic vector procedures and the uncoupling are multi-purpose procedures which
may be useful not only for finding hypergeometric or exponential-logarithmic
solutions of systems. Besides, the resolving procedure only solves part of the
problem. Solutions of the operators belonging to the resolving sequence are a
“half-finished product”, since we have in addition to find rational solutions of
other difference systems. However, the resolving equations approach can have
some advantage over the cyclic vector approach. First, a sequence of resolving
equations is constructed in a single pass, while in practical cyclic vector algo-
rithms numerous random candidates are considered (if a candidate is not appro-
priate then another one is generated, and all calculations are resumed from the
beginning).

Second, asymptotically fast linear algebra algorithms have advantages over
classical algorithms only for large inputs. The orientation on asymptotic com-
plexity estimates does not seem to be very productive here. The use of classical
linear algebra algorithms as auxiliary tools for searching for solutions of differ-
ence systems can be advantageous in many cases.

Third, the resolving system constructed by our algorithm is such that the sum
of the orders of its operators does not exceed the order of the operator obtained
by a cyclic vector algorithm. As a rule, it is easier to solve a few equations of
small orders than a single equation of a large order (which provides motivation
to develop factorization algorithms). Even when we obtain a unique resolving
operator (in the case k = m, Section 3.5), we can profit since such a cyclic
vector is of a very simple form, and the scalar equation to solve will not have
“too cumbersome” coefficients. In general, we have an opportunity to use various
heuristics to obtain operators with possibly less cumbersome coefficients.

As for the second stage when some solutions of additional difference systems
have to be found, this can quite often be done in reasonable time. The search
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for rational solutions of difference systems having rational-function coefficients
is not time consuming ([2, 4, 5, 6, 9, 10, 17]).

Our experimental comparison demonstrates a definite advantage of a resolving
procedure over the cyclic vector approach.

6 Implementation and Experiments

6.1 Implementation

We have implemented the algorithm in Maple 18 ([22]). The implemented pro-
cedures are put together in the package LRS (Linear Recurrence Systems). The
main procedure of the package is HypergeometricSolution.

To find a basis of hypergeometric solutions of the y;-resolving equation (5), the
procedure hypergeomsols from the package LREtools is used. It implements the
algorithm from [18]. To find a basis of rational solutions of the system (8) we use
the procedure RationalSolution from the package LinearFunctionalSystems.
This procedure implements the algorithms from [2, 19, 1, 3]. To perform
RNF transformation, the procedure RationalCanonicalForm from the package
RationalNormalForms is used. It implements the algorithms from [7].

To select y;, the procedure SelectIndicator from LRS finds all the rows of
A(x) with the greatest number of zero entries. In this set of rows, it finds the
rows having the least sum of degrees in z of all the numerators and denominators
of nonzero entries. If the resulting set has several rows, one of them is selected
by the standard Maple procedure rand. The procedure returns the number ¢
of the selected row. The arguments of the procedure HypergeometricSolution
are a square matrix with rational-function entries and a name of an independent
variable. The output is a list of vectors whose entries are hypergeometric terms.

6.2 Some Experiments

Example 3. Applying HypergeometricSolution to the matrix A(x) from Ex-
ample 1 we get the result in 0.303 CPU seconds’:

> A1l := Matrix([[(x-1)/x, 0, -(x-1)/(x+1), 0],
(1, 0, 2/(x+1), -x],
[ -1, 1, x-1, 1],
[-(x+2)/x, (x+1)/x, (x"2-x-1)/((x+1)*x),
(x"2+x+1)/x]1]):
> st := time():
LRS:-HypergeometricSolution(Al, x);
time () -st;

! By Maple 18, Ubuntu 8.04.4 LTS, AMD Athlon(tm) 64 Processor 3700+, 3GB RAM.
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—I'(z)
0
I'(z)
0.303
Example 4. For A(z) from Example 2 we get the result:

> A2 := Matrix([
[(x"3+4*x"2+4xx-2) / ((x+4) * (x+2) *(x+1)) ,
(x72+3xx+1) / ((x+2) * (x+1)), (x+1)/(x+4), (2xx+4)/(x+4)],
[ —(x"3+4*xx"2+4%x-2) / ((x+4) * (x+2) * (x+1) ),
1/ ((x+2) % (x+1)), —(x+1)/(x+4), -x/(x+4)],
[-x* (2%x"2+8*x+9) / ((x+4) * (x+2) x (x+1) ),
—(x"2+3*x+1) / ((x+2) % (x+1)) , - (2*x+2)/(x+4), -2*x/(x+4)],
[(x+1)/(x+4), 0, (x+1)/(x+4), x/(x+4)]]1):

> st := time():
LRS:-HypergeometricSolution(A2, x);
time () -st;
NG IS I T 1 1 oD@ e o]
(z+2)(x+3) (z+3)(z+2) BN CES) T T@t2)
_ (=1)*(2z+45) _ 1 (—-1)* 1
(@+2)(z+3) (@ +3)(z+2) T(@+2) T T(2+2)
—1)* (62> +23z+19 , w1l ’ —“1)%(z ’ x
_((ml;Xm+2Xm+l)) (z+3)(z+2)(z+1) L7%5&5§Q I(z+2)
— x €T 71
L L ((m22)((2m:35)) 4+ (@+3)(z+2) - = 0 - 0 -
0.410

Here, SelectIndicator selects i = 4, because the fourth matrix row has one
zero. The corresponding resolving equation is of order £ = 2 and has a two-
dimensional hypergeometric solutions space. The reduced system [M(z)] has a
second-order resolving equation with a two-dimensional hypergeometric solu-
tions space.

Example 5. We tested HypergeometricSolution for systems with a 16 x 16-
matrix. We cannot present here this matrix and a basis of the hypergeometric
solutions space since they are too large. The matrix is such that 80% of its
entries are zeros. The maximum degree of the numerators of its entries is 13.
The maximum degree of their denominators is 11. The procedure finds a two-
dimensional hypergeometric solutions space in 346.046 CPU seconds.

The code and examples of applications of HypergeometricSolution are avail-
able from http://www.ccas.ru/ca/doku.php/Irs.
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6.3 Comparison with the Cyclic Vector Approach

Besides the resolving procedure, we implemented also the search for hypergeo-
metric solutions based on the cyclic vector approach (procedure CyclicVector).
In our experiments, we used a traditional randomized version of a cyclic vector
algorithm which allows to obtain

— a scalar difference equation of order m with rational-function coefficients,
and
— a matrix B(x) with rational-function entries.

These objects are such that if hi(x),. .., h(z) form a basis for solutions of the
scalar equation that belong to Hx then by solving the inhomogeneous linear
algebraic systems B(z)y = (hi(x), Ehi(x),...,E™ thi(z))T, i = 1,...,1, one
obtains a basis for solutions of [A(x)] that belong to H}?:

1. Randomly choose a row vector ¢l containing polynomials of degree 0.

2. Create an m x m-matrix B(x):
for ¢ from 1 to m do
the i-th row of B(x) is cl'~1;
cll .= (Bcli=1) A(x).

3. If B(x) is not invertible, go to step 2 with a new random row vector ¢l of
polynomials of degree m — 1. Otherwise, solve the linear system u(z)B(z) = c™
to obtain a vector u(x) = (ug(x), ..., um—1(x)).

4. Return the scalar equation for a new unknown ¢(x)

E™ = w1 (2)E™ '+ +ug(2)t (14)

and the matrix B(z).

Instead of the CPU time demonstrated in Examples 3, 4, 5, i.e., 0.303, 0.410,
and 346.046 seconds, the computation using the cyclic vector procedure takes,
resp., 0.410, 0.474, 1063.747 seconds.

Acknowledgments. The authors are thankful to M. Barkatou for numerous
discussions about the problem of the search for hypergeometric solutions of dif-
ference systems, to A. Bostan for consultations on cyclic vector algorithms, and
to anonymous referees for useful comments.
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