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Abstract—A method for selecting an efficient image recognition algorithm according to image informational
nature is considered. An example of its application for choosing the algorithm for detecting hematological dis-
orders and diseases, including cancers (leukemia and lymphomas), is shown.

INTRODUCTION

Images, being objects of rather specific properties,
require specific analysis, processing, and recognition
techniques. Traditional methods treat an image as a
matrix of pixels with different brightness; they do not
consider syntactic and semantic information contained
in the image. In order to maximally use such informa-
tion, image analysis and recognition should be based on
algorithms that depend on syntactic and semantic
image properties. Such a method provides perspectives
for selecting image analysis algorithms and automation
(partial or complete) of image processing.

This paper provides a method for selecting an effi-
cient image recognition algorithm according to image
informational nature. The fundamental hypotheses for
this method are indicated. An example of the applica-
tion of the method to the task of the detection of hema-
tological disorders and diseases, including cancers
(leukemia and lymphomas), is shown.

1. METHOD FOR IMAGE TRANSFORMATION
SELECTION ACCORDING
TO ITS INFORMATIONAL NATURE

It is suggested to divide al images into sets of simi-
lar images in order to select an optimal image process-
ing algorithm. By introducing a similarity measure on
the basis of image equivalence, one obtains the classes
of image equivalence.

The proposed principles of selecting image transfor-
mation in image recognition tasks are based on a
descriptive approach to image analysis[1]. The follow-
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ing hypotheses are used: (a) any image has a certain
regularity or amixture of regularities of different types;
(b) each class of image equivalence has a correspond-
ing class of transformations that, when applied, do not
move the result of transformations out of the corre-
sponding equivalence class.

A formalized concept of image equivalence pro-
vides atool for decomposing an image set into subsets
of images of a certain type and puts into correspon-
dence some subsets of operations. The search for the
operations in the subsets of a lower cardinality results
in the (partial) elimination of an exhaustive search dur-
ing the optimization of complex procedures (which are
combinations of basic procedures) for finding the
required image transformation [2].

The principles of optimal selection of image trans-
formation according to the image informational nature
are based, on the one hand, on the concept of redun-
dancy of information contained in images and image
equivalence classes and, on the other hand, on the
hypotheses outlined above [3]. Thefollowing five basic
stages are distinguished during selection of image
transformations depending on the informational con-
tent of the image.

(1) Image characterization.

At this stage, the hypothesis is made about the
equivalence class that the input image belongs to. Note
that the classes of equivalent images strongly depend
on the recognition task at hand, particularly, on trans-
formations which supposedly do not move an image out
of itsequivalence class (e.g., parald trandation in charac-
ter recognition) and onimagesthat are supposedtobesim-
ilar (e.g., al handwritten characters“a’), etc.

(2) Image model construction.

At the second stage, an image is reduced to a recog-
nizable form with the help of basic operations from the
corresponding class of transformations. It should be
noted that there are no additional constraints such as
completeness, closeness, etc., on the transformations
that correspond to the class of image equivalence. It is
only required that none of the algorithms that corre-
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sponds to the class of image equivalence should move
the result of recognition out of this class.

The most commonly used image models are thefol-
lowing: template matching, feature models, Fourier
models, and structural image descriptions.

While constructing an image model, information
that an image conveys can be partly lost. This makes
perfect reconstruction of the input image from its
model impossible, though the class of image equiva
lence can be determined. Since information contained
inimagesisredundant and thereisno need for al infor-
mation to solve classification problems, image models
are often used in applied recognition problems.

(3) Determination of the equivalence class of the
image model.

Here, the image model is classified as belonging to
one of the possible classes of image model equivalence.
There are different ways of determining the equiva
lence classes of image models; e.g., by decision rules,
the image feature model can be classified without addi-
tional computational cost.

The equivalence classes of the initial image and of
its model are matched. If they do not coincide, the
hypothesis is rejected and a new hypothesis about the
equivalence class the input image belongs to is put for-
ward. If they do coincide, then those agorithms that
solve the recognition problem for this class of image
models in the best way are chosen.

(4) Image model classification.

Here, the optima image recognition algorithm is
chosen among recognition operators from the class of
transformations that corresponds to the equivalence
class of image models. Then the problem is solved with
the help of thisagorithm.

Many recognition algorithms, being parametric, can
be adjusted to the initial data (e.g., algorithms of esti-
mate calculation, method of potential functions, etc.).

(5) Checking whether the image characterization
was cor rect.

At the last stage, the equivalence class of the initial
image is reconstructed using the result of recognition
and inverse transformations that correspond to the
equivalence classes of the images that were used.
Inverse transformations can be determined differently;
e.g., atypical image from the equivalence class found
by the recognition algorithm for the input image is
compared with the input image itself, or several images
that characterize the equivalence class in the best way
are selected, some weights are defined for each image,
and then the initial image is compared with the
weighted sum of selected images.

If the image was misclassified, a new hypothesisis
made about the equivalence class the image belongs to.
Then the problem is solved according to the new
hypothesis. The procedure stops as soon asthe problem
is efficiently solved.
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The practical application of the method should be
divided into two stages: a learning stage, when para-
metric algorithms are adjusted on the training sample,
and a recognition stage, when new input images are
classified by using the results of the learning stage.

2. APPLICATION OF THE PROPOSED METHOD:
AN EXAMPLE

In this section, the example of application of the
proposed method is given for the task of detecting
hematological disorders and diseases, including can-
cers (leukemiaand lymphomas). A base of photomicro-
graphic images of lymphatic tissue imprints was com-
piled to support selection and description of diagnosti-
cally important features of lymphocyte nuclei images.
The base contains 1255 photographic images of speci-
mens of 32 patients, including 24 cases of aggressive
lymphoid tumors (lymphosarcoma) and eight cases of
indolent chronic lymphocytic leukemia. Recognition
task is defined as image classification of an input cell:
whether the cell in the image is malignant or not.

Aswas mentioned above, the application of the pro-
posed method was divided into two stages: learning and
recognition.

2.1. Learning Sage

The analysis shows that simultaneous application of
a large number of parameters allows us to objectively
characterize a population of tumor cells; therefore,
input cell images can be effectively described with the
help of feature models. The features that optimally
characterize images of each class are chosen from the
set of all possible features (geometrical, logical, statis-
tical, granulometric, and spectral) at the learning stage.
Features having a high correlation ratio are discarded.
Thus, by flexibly adjusting features that describe
objects of each class, the maximal preservation of the
essential information contained in cell images of each
classis attained.

The system of decision rules is designed; it allows
us to classify the obtained feature model of an input
image as malignant or nonmalignant.

For the successful application of the method, param-
eters of the proposed agorithm are independently
adjusted on the avail able training sample for cellsfrom
the malignant and nonmalignant classes.

2.2. Recognition Stage

In this section, a selection of image recognition
algorithm depending on image informational nature is
illustrated. It involves the following steps:

(1) Image characterization. The hypothesis about
the class of equivalence of input image is made,
whether it isan image of the nucleus of amalignant cell
or not.
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(2) Image model construction. At the learning stage,
the optimal features for each class of cells are selected.
This knowledge is used to construct a feature model of
the input cell image that in the best way reflects the
information contained in it. Thisinformation naturally
depends on the equivalence class of the input cell
image.

(3) Determination of the equivalence class the
image model belongs to. By the decision rules, the
image model is classified as belonging either to the
class of malignant cell images or to the class of nonma-
lignant cell images.

(4) Image modéd classification with the help of rec-
ognition operators from the set of transformations that
corresponds to the equival ence class of image models.

(5) Reconstruction of image equivalence class by
the use of the recognition result and inverse transforma-
tions that correspond to the used equivalence class of
images.

CONCLUSIONS

A method for selecting efficient image recognition
algorithm according to image informational nature was
elaborated. The method is based on the notion of equiv-
alence and on the descriptive approach hypothesis that
each image equival ence class can be put into correspon-
dence with some class of transformations that, when
applied to an image or its model, do not bring them out
of their equivalence class. The proposed method allows
for specific information content of images in choosing
algorithm for image processing, anaysis, and recogni-
tion. Thus, partly automated image analysis is attained.
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Application of the method was demonstrated in the
task of detection of hematologica disorders and dis-
eases including cancers (leukemia and lymphomas).

The following directions of future research can be
mentioned:

—Exploration of different ways of defining equiva-
lence relation on the image set.

—Investigation of correspondence between basic
algorithms of image processing, analysis, recognition,
and understanding and the classes of image equiva-
lence.

—Checking a set of basic algorithms put into corre-
spondence to some equivalence class.

—Computer experiments on selecting transforma-
tions with different methods for setting equivalence.
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