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ABSTRACT
Some well-known correspondences between sets of linearly inde-
pendent rows and columns of matrices over fields carry over to
matrices over non-commutative rings without nontrivial zero divi-
sors.
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1 INTRODUCTION
Operations with matrices are widely used in basic and applied re-
search. In carrying them out, it is important to bear in mind that
their properties depend on the properties of the algebraic structure
to which the matrix elements belong.

A domain in this paper is a ring, not necessarily commutative,
which contains no nontrivial zero divisors. In the sequel, R always
denotes a domain.

Definition 1. LetA be amatrix overR. A set of rows {u1, . . . ,ur }
of A is linearly dependent over R if there are f1, . . . , fr ∈ R, not all
zero, such that f1u1 + · · ·+ frur = 0; otherwise, this set is linearly
independent (over R). Linear dependence and independence of a set
of columns of A are defined similarly, but in this case f1, . . . , fr ∈ R
are used as right factors. A maximum set of linearly independent
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rows resp. columns of A is a set of linearly independent rows resp.
columns of A of largest possible size. The number of elements of such
a set is called the row rank or the left-hand rank, resp. the column
rank or the right-hand rank, of A.

In order to determine the row resp. column rank of A, we need
to test linear dependence of sets of rows resp. columns of A. Note
however that in a general domain R, the familiar linear-algebraic
methods for testing linear dependence of a set S ⊆ Rk may not
work. For instance, if R is a field, and a non-trivial linear combi-
nation of elements from S vanishes, one can represent at least one
element from S as a linear combination of the others, but this need
not be true for a general domain R. As a matter of fact, the question
of embeddability of a domain into a skew field and, as an example,
the question of existence of a quotient skew field, are non-trivial
(see, e.g., [10, §13], [3], [4]).

Here we generalize some classical linear algebra results (cf. [5,
Ch. 4, §3]) to matrices over a domain. The main results are stated
in Sect. 3 as Proposition 1 and Theorem 1.

The paper starts with two motivating examples in Sect. 2. In Ex-
ample 1, a domain R and a matrix A over R are given such that the
row and column ranks ofA do not coincide. Proposition 1 in Sect. 3
simplifies computation of linearly dependent columns (rows) of a
matrix A when some maximum set of linearly independent rows
(columns) of A is given. Based on Proposition 1, Theorem 1 in
Sect. 4 asserts that the row rank of a matrix over R coincides with
its column rank if and only if for all k ∈ Z>0, the rows of any
matrix from R(k+1)×k , as well as the columns of any matrix from
Rk×(k+1), are linearly dependent over R.

The point of Example 2 is to justify defining linear dependence
of a set of columns of a matrixA in Definition 1 by using the multi-
pliers f1, . . . , fr as right factors rather than as left factors as we did
for a set of rows of A. The domain R in this example is the ring of
differential (ordinary or partial) operators over a differential field,
for which Proposition 2 in Sect. 5 asserts that for every matrix over
this domain, its row and column ranks coincide. However, for the
matrix given in this example the ranks would not coincide if lin-
ear dependence of a set of columns of A were defined by using
f1, . . . , fr as left factors.

In Sect. 6.1, we prove the equality of the row and column ranks
for the matrices over the domains of linear (q-)difference operators.

Note that equality of row and column ranks of matrices of par-
tial differential operators was earlier proved in [7]. That proof is
likewise based on a generalization of a property of matrices over a
field. However, that property is somewhat more complicated than
the one used in our Theorem 1.
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A sufficient condition for existence of a quotient skew field was
proposed by O. Ore in [9]. This condition is the existence of a
non-zero common multiple (a right multiple, say) of any non-zero
a,b ∈ R. It is known that for matrices over a skew field, the row
and column ranks are equal (see, e.g., [1]; such equality follows
also fromTheorem 1. In the present paper, we are interested in the
ranks connected with the linear independence over the original
domain R.

2 MOTIVATING EXAMPLES
Considering a matrix A ∈ Rm×n of the form

a11 . . . a1n
. . . . . . . . .

am1 . . . amn

 , (1)

we will denote byAi,∗ the i-th row, 1 ≤ i ≤ m, and byA∗, j the j-th
column, 1 ≤ j ≤ n, of A.

We present two examples which show that row and column
ranks of matrices over a domain R behave differently when R is
a non-commutative domain than in the familiar case when R is a
field. The first example shows that row and column ranks of matri-
ces over a non-commutative domain need not coincide.

Example 1. Let R be the ring of polynomials in non-commuting
variables x and y (hence xy , yx ) over some field, e.g., the field of
rational numbers Q. Consider the matrix

A =

[
x
y

]
∈ R2×1.

Its rows [x ] and [y] are linearly independent over R. So, the row
rank of A is 2, while its column rank is 1.

Example 2 features a domain R such that, according to Proposi-
tion 2 in Sect. 5, the row and column ranks of every matrix over
R coincide, but this would be false if linear dependence of a set
of columns were defined alternatively using the multipliers fi in
Definition 1 as left rather than right factors.

Example 2. Let K = Q(x), and let R be the non-commutative
ring K [ ddx ] of linear ordinary differential operators with coeffi-
cients in K , having the commutator

[
d
dx ,x

]
= d

dx x − x d
dx = 1. If

the rows A1,∗,A2,∗ of the matrix

A =

[
x d
dx + 1 x
d
dx 1

]
satisfy L1A1,∗ + L2A2,∗ = 0 for some L1,L2 ∈ R, then

L1x
d

dx
+ L1 + L2

d

dx
= 0, (2)

L1x + L2 = 0, (3)

hence L2 = −L1x by (3), so (2) can be rewritten as L1x d
dx + L1 −

L1x
d
dx = 0, thus L1 = 0. It follows that L2 = 0, implying that

the rows of A are linearly independent, and the row rank of A is 2.
Similarly, if the columnsA∗,1,A∗,2 ofA satisfyA∗,1M1+A∗,2M2 =

0 for someM1,M2 ∈ R, then

(
x
d

dx
+ 1

)
M1 + xM2 = 0, (4)

d

dx
M1 +M2 = 0. (5)

Multiplying (5) on the left byx and subtracting it from (4) we obtain
M1 = 0. From (5) we get nowM2 = 0, implying that the columns
ofA are linearly independent, and the column rank ofA is 2 as well.
In fact, as we will see in Proposition 2, the row and column ranks
of any matrix over the ring R = K [ ddx ] are equal.

However, the columnsA∗,1,A∗,2 ofA satisfyA∗,1 = d
dxA∗,2, so

under the above-mentioned alternative definition of linear depen-
dence for columns (usingM1 andM2 as leftmultipliers) theywould
be linearly dependent, and the column rank of A would equal 1.

3 ROWS VS COLUMNS
Proposition 1. Let {ri1 , . . . , riℓ } be a maximum set of linearly

independent rows of a matrix A ∈ Rm×n ,m,n ∈ Z>0. Let B ∈ Rℓ×n

be the submatrix ofA consisting of rows ri1 , . . . , riℓ . If s1, . . . , sn ∈ R
are such that

B∗,1s1 + · · ·+ B∗,nsn = 0, (6)

then

A∗,1s1 + · · ·+A∗,nsn = 0 (7)

as well, and an analogous statement holds if the roles of rows and
columns are interchanged.

Proof. Let i ∈ {1, . . . ,m}\{i1, . . . , iℓ}. Since {ri1 , . . . , riℓ } is a maxi-
mum set of linearly independent rows ofA, the set {ri1 , . . . , riℓ , ri }
is linearly dependent, hence there are f1, . . . , fℓ ,дi ∈ R, not all
zero, such that

f1ri1 + · · ·+ fℓriℓ + дiri = 0. (8)

Write f = [f1, . . . , fℓ ] and s = [s1, . . . , sn ]. Note that дi , 0, or
else the set {ri1 , . . . , riℓ }would be linearly dependent. Multiplying
(8) from the right by sT yields (f1ri1 + · · ·+ fℓriℓ ) s

T +дiris
T =

0, which can be rewritten as f BsT + дiris
T = 0. Note that by (6),

BsT = 0, hence дirisT = 0 as well. Since дi , 0 and there are no
zero divisors in R, it follows that risT = 0. From BsT = 0 it also
follows that ri j sT = 0 for all j ∈ {1, . . . , ℓ}. As i ∈ {1, . . . ,m} \
{i1, . . . , iℓ} was arbitrary, we conclude that AsT = 0, which is
equivalent to (7). □

Remark 1. Proposition 1 establishes a one-to-one correspondence be-
tween the maximum sets of linearly independent columns of matrices A
and B (the columns of A are linearly dependent if and only if their “seg-
ments”, which are the columns of B , are linearly dependent). This fact is
used below in the proof of Theorem 1. In practice, it can also be useful
to save computations if searching for a maximum set of linearly indepen-
dent columns of somematrix, when amaximum set of linearly independent
rows is known. – All of this holds also if “columns” and “rows” are inter-
changed.

Example 3. To illustrate Proposition 1, let A ∈ R3×2 be the fol-
lowing matrix over the domain R considered in Example 1, i.e. over
the ring of polynomials in two non-commuting variables x and y:



A =


x + xy xy + xy2

x xy
y y2

 .
The rows ofA are linearly dependent over R:A1,∗−A2,∗−xA3,∗ =
0. However, the 2nd and the 3rd rows are independent: if f x+дy =
0 for some f ,д ∈ R then f = д = 0.

In the matrix B that consists of the 2nd and the 3rd rows of A:

B =

[
x xy
y y2

]
,

the columns are linearly dependent: B∗,1y − B∗,2 = 0. It is easy to
see that A∗,1y −A∗,2 = 0 as well.

The columns of A are linearly dependent. A maximum set of
linearly independent columns consists of the 2nd column. We set
now

B =


x + xy

x
y

 .
The rows of B are linearly dependent: B1,∗ −B2,∗ −xB3,∗ = 0, and
we have A1,∗ −A2,∗ − xA3,∗ = 0.

4 A CRITERION FOR THE EQUALITY OF
ROW AND COLUMN RANKS OF AN
ARBITRARY MATRIX OVER R

Proposition 1 proved above holds for any domain, in particular, it
holds for the domain R in Example 1. However, as shown in Exam-
ple 1, it is not true that the row and column ranks of every matrix
A over this R are equal.

Theorem 1. Let R be a domain. The row and column ranks of an
arbitrary matrix A over R are equal if and only if for any positive
integer k :

(a) the rows of any matrix from R(k+1)×k are linearly dependent
over R, and

(b) the columns of any matrix from Rk×(k+1) are linearly depen-
dent over R.

Proof. Let the row and column ranks over R of an arbitrary matrix
A of the form (1) be equal. Then the column rank of any matrix in
R(k+1)×k does not exceed k and, as a consequence, its row rank
does not exceed k either. Hence, the rows of the matrix under con-
sideration are linearly dependent over R and property (a) is sat-
isfied. A similar reasoning can be carried out for the columns of
matrices from Rk×(k+1), which proves property (b).

Now let R have properties (a) and (b). By (a) and Remark 1, the
number of elements in a maximum set of linearly independent
columns of A, and hence its column rank, does not exceed its row
rank. Changing mutually in this reasoning all references to rows,
row ranks and property (a) with references to columns, column
ranks and property (b), we find that the row rank of A does not
exceed its column rank. As a consequence, the row and column
ranks of A are equal. □

Some examples of the domains for which the criterion holds will
be given in Sections 5, 6.1.

Remark 2. If the domain R satisfies the hypotheses ofTheorem 1, then
for any p, q ∈ R \ {0} there are non-zero left and right common multiples.
To prove this, it suffices to consider matrices[

p q
]
,

[
p
q

]
,

the row and column ranks of each are 1. (It follows from [9] that in this
case for R there are skew fields of left and right quotients, i.e. skew fields
of fractions of the form q−1p and, respectively, pq−1.)

5 A SPECIAL CASE: MATRICES OVER THE
RING OF LINEAR DIFFERENTIAL
OPERATORS

Let s, t ∈ Z>0, and let x1, . . . ,xs be variables. It is known that the
number of differential monomials of the form

∂v

∂v1x1 · · · ∂vs xs
, (9)

where v1, . . . ,vs ∈ Z≥0 and v1 + · · ·+vs = v ≤ t is equal to(
s + t

t

)
. (10)

Partition problems of this kind are considered, for example, in [6,
Sect. 7.2.1.4]. We will refer to the value of v as the order of mono-
mial (9).

Let R be the domain of linear differential operators having the
form of linear combinations of monomials of the form (9), with co-
efficients in some fixed differential fieldK with derivations ∂

∂x1
, . . . , ∂

∂xs
.

LetDs,t ⊂ R be the set of all those operators whose monomials are
of the form (9) with v1 + · · ·+vs = v ≤ t .

Proposition 2. For any matrix A over the ring of differential op-
erators R, its row and column ranks are equal.

Proof.We show that hypotheses (a) and (b) of Theorem 1 are satis-
fied.

For (a), assume that A ∈ R(k+1)×k with k > 0. Let s ∈ Z>0,
t ∈ Z≥0 be such that A ∈ D

(k+1)×k
s,t , and let d ∈ Z≥0 satisfy

k

(
s + t + d

t + d

)
< (k + 1)

(
s + d

d

)
. (11)

Note that (11) holds for all large enough d ∈ Z because(s+t+d
t+d

)(s+d
d

) =
(s + t + d)!d!

(s + d)!(t + d)!
=

=
(d + s + 1)(d + s + 2) . . . (d + s + t)

(d + 1)(d + 2) . . . (d + t)

is a quotient of two monic polynomials in d of degree t , hence

lim
d→∞

(s+t+d
t+d

)(s+d
d

) = 1 <
k + 1

k
.

Write A = [ai j ]1≤i≤k+1,1≤j≤k where

ai j =
∑

0≤ν ≤t
ν1+· · ·+νs=ν

αi, j,ν1, ...,νs
∂ν

∂ν1x1 · · · ∂νs xs



for some αi, j,ν1, ...,νs ∈ K , and let

Li =
∑

0≤v≤d
v1+· · ·+vs=v

ci,v1, ...,vs
∂v

∂v1x1 · · · ∂vs xs

for i = 1, . . . ,k + 1 be operators with undetermined coefficients
ci,v1, ...,vs ∈ K . The vector operator equation

k+1∑
i=1

LiAi,∗ = 0 (12)

is equivalent to the system of operator equations

k+1∑
i=1

Liai, j = 0, j = 1, . . . ,k, (13)

which, in turn, is equivalent to the system of scalar equations, equat-
ing the coefficient of each of the differentialmonomials ∂µ

∂µ1x1 · · ·∂µs xs
for 0 ≤ µ ≤ d + t , µ1 + · · · + µs = µ, that appear in the left-
hand sides of (13) when the operators Liai, j are written in stan-
dard form, to zero. According to (10), this is a system of k

(s+t+d
t+d

)
homogeneous linear algebraic equations for the (k+1)

(s+d
d

)
unde-

termined coefficients ci,v1, ...,vs with 1 ≤ i ≤ k+1,v1+· · ·+vs =
v ≤ d . By (11), the number of unknowns exceeds the number of
equations, hence this system has a non-zero solution. It follows
that not all Li in (12) are zero, so the rows of A are linearly depen-
dent over R, proving hypothesis (a) of Theorem 1.

The fact that hypothesis (a) of Theorem 1 is satisfied for any
matrix from R(k+1)×k allows us to prove that for any matrix from
Rk×(k+1), hypothesis (b) of Theorem 1 is satisfied as well. To this
end, we use adjoint matrices of operators. If A ∈ D

k×(k+1)
s,t , then

A∗ ∈ D
(k+1)×k
s,t . The linear dependence of the rows of the matrix

A∗ indicates the existence of a vector c ∈ R1×(k+1) such that cA∗ =
0, c , 0, and, as a consequence, (A∗)∗c∗ = Ac∗ = 0, c∗ ∈ R(k+1)×1,
and c∗ , 0, implying that the columns of the matrix A are linearly
dependent.

Since hypotheses (a) and (b) of Theorem 1 are satisfied for this
R, it follows fromTheorem 1 that Proposition 2 is valid. □

As a particular case (s = 1 in (9)), Proposition 2 also covers
matrices of ordinary differential operators. This case has been dis-
cussed several times in the literature. For example, in [11] the equal-
ity of the row and column ranks of suchmatrices was proven using
the fact that the ring of ordinary differential operators is Euclidean.
In [4, Sect. 8.1, Theorem 1.1] a more general case is considered
when R is a principal ideal ring (each Euclidean ring is a princi-
pal ideal ring).

Our proof of Proposition 2 uses the method of undetermined
coefficients, as did the earlier proof from [7, pp. 12–15] which was
based on an analogue of another fact of classical linear algebra: the
equality of the maximum number of linearly independent rows
canceling the given matrix by left multiplication, and the maxi-
mum number of linearly independent columns canceling the given
matrix by right multiplication, which is somewhat more cumber-
some than checking the criterion given in Theorem 1.

6 RELATED TOPICS
6.1 Linear difference and q-difference

operators
The results from Sec. 5 on matrices over the ring R of differential
operators carry over to the case when R is a ring of difference or q-
difference operators. We will denote by Ei the shift operator with
respect to variable xi : Eixi = xi+1, and byQi the q-shift operator
with respect to xi : Qixi = qxi . The corresponding analogues of
monomials of the form (9) are the products

Ev1

1 · · · Evss (14)
resp.

Qv1

1 · · ·Qvs
s . (15)

Denoting Di =
∂
∂xi

, we can rewrite the monomial in (9) as

Dv1

1 · · ·Dvs
s , (16)

where v1 . . . ,vs ∈ Z≥0. The sum v = v1 + · · ·+vs is the order of
each of (14), (15), and (16).

LetR be the domain of linear operators having the form of linear
combinations of monomials of one of the forms (14), (15) or (16),
with coefficients in some fixed differential or (q-)difference field K
with either derivations D1, . . . ,Ds , or automorphisms E1, . . . ,Es ,
or automorphismsQ1, . . . ,Qs . Note that formula (10) holds also for
(q-)difference monomials, and that the second part of the proof of
Proposition 2 about matrices from Rk×(k+1), where adjoint matri-
ces and operators are used, can easily be converted into analogous
proofs valid in the difference and q-difference cases, with1

D∗
i = −Di , E∗i = E−1i , Q∗

i = Q−1
i

for i = 1, . . . , s . For an operator
L = Σv1, ...,vsav1, ...,vsZ

v1

1 · · ·Zvss ,
where Z ∈ {D,E,Q}, we set

L∗ = Σv1, ...,vs (Z
∗
1)
v1 · · · (Z ∗

s )
vsav1, ...,vs .

For matrices A, B over domains of any of the three types of opera-
tors, we haveA∗∗ = A, (AB)∗ = B∗A∗, where the adjoint matrix is
obtained by transposing the original matrix and then replacing its
elements with adjoint ones. Thus, both parts of the proof of Propo-
sition 2 carry over to the difference and q-difference cases, hence
Proposition 2 holds in these cases as well.

6.2 Quotient skew field of R
It follows from [2] and [1] that if R can be embedded into some
skew field F and if the coefficients of linear dependencies of rows
(columns) have coefficients in F (we can talk about dependencies
over F ), then for anymatrix overR its row and column ranks are the
same. This follows also from Theorem 1, the hypothesis of which
is obviously satisfied when R is a skew field.

Remark 3. (Remark 2 continued.) For the special case of Ore algebra
(an algebra of skew polynomials in several indeterminates), F. Chyzak pro-
posed a special version of the fraction free Euclidean algorithm, — this is
command annihilators ofMaple package Ore_algebra [8].The extended
1 In a univariate Ore polynomial ring equipped with automorphism σ and derivation
δ , we have δ ∗ = −δσ −1 , σ ∗ = σ −1 (see, for example, [4]).



version of the Euclidean algorithm allows to compute some non-zero right
and left common multiplies for non-zero elements.

In conclusion, we emphasize once again that in our present pa-
per, we are interested in the ranks connected to linear indepen-
dence over the original domain R.
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