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Abstract

A terminating condition of the well-known Zeilberger’s algorithm for a given hypergeom
termT (n, k) is presented. It is shown that the only information onT (n, k) that one needs in orde
to determine in advance whether this algorithm will succeed is the rational functionT (n, k + 1)/
T (n, k).
 2003 Elsevier Science (USA). All rights reserved.

1. Introduction

Let K be a field of characteristic 0. A hypergeometric term (or simply a term)T (k) in
k overK satisfies a linear recurrence of the form

f (k)T (k + 1)+ g(k)T (k)= 0, (1)

f,g ∈K[k] \ {0}, the variablek is integer-valued. Thecertificate Ck(T ) of the termT (k) is
the rational functionT (k + 1)/T (k)= −g(k)/f (k). A termT (n, k) in two integer-valued
variables overK satisfies the recurrences

f1(n, k)T (n+ 1, k)+ g1(n, k)T (n, k) = 0, (2)

f2(n, k)T (n, k + 1)+ g2(n, k)T (n, k) = 0, (3)

f1, g1, f2, g2 ∈ K[n, k] \ {0}. T (n, k) has then-certificateCn(T ) = T (n + 1, k)/T (n, k)
and thek-certificateCk(T )= T (n, k+ 1)/T (n, k) which are rational functions ofn andk.
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1 Supported in part by the French–Russian Lyapunov Institute under grant 98-03.
0196-8858/03/$ – see front matter 2003 Elsevier Science (USA). All rights reserved.
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By using a standard notationEn, Ek for the shift operators w.r.t.n andk, respectively, we
can writeCn(T )=EnT/T andCk(T )=EkT/T .

Throughout the paper until Section 5.3, the fieldK is mostlyC for the case of terms in
two variablesn, k, andK is C(n) for the case of terms in one variablek (and we will note
this explicitly). In Section 5.3 we discuss more practical suppositions on the fieldK. The
usage of a field of rational functions ofu,v, x, . . . allows us to consider terms dependi
on the parametersu,v, x, et cetera.

Zeilberger’s algorithm, named hereafter asZ, is a useful tool for proving combinatoria
identities that involve definite sums of hypergeometric terms [10,13,18]. Given a
T (n, k), Z tries to construct forT (n, k) a Z-duplex (L,F ) which consists of a linea
difference operatorL with coefficients which are polynomials inn overC

L= aρ(n)E
ρ
n + · · · + a1(n)En + a0(n), (4)

i.e.,L ∈ C[n,En], and a rational functionF(n, k) ∈ C(n, k) such that

LT (n, k)=G(n, k + 1)−G(n, k) (5)

where

G(n, k)= F(n, k)T (n, k). (6)

ObviouslyG(n, k) is a term.
It is not true that aZ-duplex exists for every termT (n, k). Even if aZ-duplex exists for

T (n, k), it is not uniquely defined. In this case,Z terminates with one of theZ-duplexes
and the operatorL in the returnedZ-duplex is of minimal order [18] (though the induc
recurrence, e.g., for the definite sums(n) = ∑n

k=0T (n, k) can have the order that is n
minimal). The algorithm uses an item-by-item examination on the orderρ of L. It starts
with the value of 0 forρ and increasesρ until it finds aZ-duplex(L,F ) for T . In this
case,Z is said to beapplicable to T (n, k). If aZ-duplex does not exist forT (n, k), thenZ
does not terminate, and it is said to benot applicable to T (n, k). So in the context of this
paper “Z is applicable toT (n, k)” means “Z succeeds onT (n, k).”

Algorithmically speaking,Z works with the certificates ofT in order to find the
coefficientsa0(n), . . . , aρ(n) in (4) and the rational functionF(n, k) in (6). From this
standpoint, the basis ofZ can be formulated as in the following proposition.

Proposition 1. If Z is applicable to a term T (n, k), then Z is applicable to any term
T ′(n, k) that has the same certificates.

The question to which termsZ is applicable was not conclusively answered althoug
sufficient condition has been known for quite a long time. The “fundamental theorem
13,16,17] states that aZ-duplex exists ifT (n, k) is aproper term (or, in short, ap-term),
i.e., it can be written in the form

P(n, k)

∏l
i=1�(ain+ bik + ci)∏m

�(a′n+ b′k + c′)
unvk, (7)
i=1 i i i
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whereP(n, k) ∈ C[n, k], ai, bi, a′
i , b

′
i ∈ Z, l,m ∈ N, ci, c′

i , u, v ∈ C. A polynomialp ∈
C[n, k] is defined to beinteger-linear if it has the forman+ bk+ c, wherea, b ∈ Z, c ∈ C

(note that any constantc ∈ C is an integer-linear polynomial witha = b = 0). Equivalently,
anyp-term can be written in the form

P(n, k)

∏l
i=1�(αi(n, k))∏m
i=1�(βi(n, k))

unvk, (8)

whereαi(n, k),βi(n, k) are integer-linear polynomials, whileP(n, k), u,v, l,m are as
in (7). If a p-term in (8) hasP = 1, then we call this term afactorial term. If T can
be written asRT ′ whereR is a rational function andT ′ is a factorial term, then we ca
T an r-term (the prefixr refers to rational functions; in the same manner,p refers to
polynomials, and also to the word “proper”). Eachp-term is evidently anr-term.

It is possible, however, to give examples showing that the condition “T is ap-term”
is not a necessary condition for the existence of aZ-duplex forT . The main contribution
of this paper is a criterion for the applicability ofZ to a given term, i.e., a necessary a
sufficient condition for the applicability ofZ. (This criterion can be formulated in differe
forms.) Additionally, an algorithm to recognize the applicability ofZ to a given term is
presented.

Before embarking upon further discussion, we would like to stress one more tim
the following three statements are equivalent:

(a) Z is applicable toT , i.e., it terminates in finite time for the given certificates ofT as
input;

(b) there exists aZ-duplex forT ;
(c) Z constructs aZ-duplex forT in finite time.

Traditionally, programs that implementZ are organized in such a manner that each
themtries to construct aZ-duplex(L,G) for a given termT such that the order ofL does
not exceed a fixed boundB, e.g.,B = 6. Consequently, the lack of a criterion prevents
use ofZ to its full capacity.

In [4] a criterion for the applicability ofZ to a given rational function is present
(the rational functions are a particular case of terms). This criterion can be descri
follows. Consider a given rational functionR(n, k) as a rational function ink overC(n).
It is then possible to apply an algorithm to solve theadditive decomposition problem (or
synonymously, the decomposition problem of indefinite sum) [1,2,14] toR to represen
this rational function as

(Ek − 1)U + V, (9)

whereU,V ∈ C(n)(k) are such that the denominator ofV has the minimal degree w.r.t.k.
(We will refer to this representation as an additive decomposition ofR with summable
component U and non-summable component V .) By the criterion,Z is applicable to
R(n, k) iff V , represented as a ratio of two relatively prime polynomials fromC[n, k],
has the denominator that is a product of integer-linear polynomials.
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Note that additive decomposition (9) of a rational functionR is not unique in genera
But if R = (Ek − 1)U ′ +V ′ is another additive decomposition, then the denominator oV

factors into integer-linear factors iff the denominator ofV ′ does.
It is self-evident that the set of rational functions is a proper subset of the set

terms, and we shall present in this paper a conclusive answer to the question of spe
the class of termsT (n, k) to whichZ is applicable.

As aforementioned,Z works with the certificatesCn(T ) andCk(T ) instead of withT .
Our algorithm which determines the applicability ofZ follows the same concept. Th
criterion and the algorithm that will be presented are based on the additive decomp
(of terms in one variable over a fieldK). In this sense this result is a generalization of [

The algorithm that we present needs only the rational functionCk(T ) as input.
A preliminary version of this paper has appeared as [3].

2. Preliminaries

In addition to the “fundamental theorem,” we shall use recent results on a specia
of a term in two variables (r-terms) [6], on the additive decomposition of terms in o
variable (the construction of this decomposition uses a special form of representa
rational functions in one variable) [5]. We shall also use a tool to determine whet
polynomial fromC[n, k] factors into a product of integer-linear polynomials [4]. In t
section, we give a summary of these results.

Throughout the paper, we consider rational functions ofk over C(n), i.e., elements
of the field C(n)(k), as the ratios of relatively prime polynomials fromC[n, k], and
irreducibles fromC(n)[k] in the form of irreducibles fromC[n, k]. This allows us to
identify the irreducibles ofC(n)[k], C[n][k] andC[n, k].

2.1. A structure theorem for terms in two variables

Two rational functionsS1(n, k) andS2(n, k) arecompatible if

S1(n, k)S2(n+ 1, k)= S1(n, k + 1)S2(n, k). (10)

Theorem 1 [6]. Let the non-zero rational functions S1, S2 be compatible. Then there exists
an r-term T (n, k) such that Cn(T )= S1, Ck(T )= S2.

This theorem is a “conservative version” of the well-known Ore–Sato theorem [11
This “conservatism” is motivated by examples such as the following. LetT (n, k)= |n−k|.
Notice thatT satisfies the equations of the form (2) and (3), namely:

(n− k)T (n+ 1, k)+ (k − n− 1)T (n, k)= 0,

(n− k)T (n, k + 1)+ (k − n+ 1)T (n, k)= 0,
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although|n− k| is not anr-term [8]. However, the same equations hold forn− k which
is anr-term. So, though it is not true that any term is anr-term, it is always possible t
construct anr-term which has the same certificates as the given term.

Theorem 1 plays a key role in the verification of the criterion to be proposed in
paper (it is due to Proposition 1).

2.2. Rational normal forms

We writep ⊥ q to indicate that the polynomialsp,q are relatively prime. LetΛ be a
field of characteristic 0 andf,f1, f2 ∈Λ[k]. If f1 ⊥Em

k f2 for all m ∈ Z then the rationa
functionF = f1/f2 is shift-reduced. If f ⊥ Em

k f for all m ∈ Z \ {0} then the polynomia
f is shift-free.

Define a normal form for rational functions which reveals the shift structure of
factors. For a given non-zero rational functionR ∈K(k), letF,V ∈Λ(k) be such that

R = F
EkV

V
, (11)

whereF is shift-reduced, then the right-hand side of (11) is arational normal form (RNF)
of R.

If (11) is an RNF ofR,

F = f1

f2
, f1 ⊥ f2, V = v1

v2
, v1 ⊥ v2,

and, in addition,f1 ⊥ v1 · Ekv2 andf2 ⊥ v2 · Ekv1, then (11) is astrict RNF of R. An
algorithm to construct a strict RNF for a givenR was discussed in [5,7] (we will refer t
this algorithm assrnf). It is shown in [5,7] that a rational function can have several RN
even strict ones.

If R ∈K(k) whereK = C(n), then, actually,R ∈ C(n, k). In this case we say that (11
is an RNF ofR(n, k) w.r.t. k and can assume that the numerators and the denominat
F andV belong toC[n, k].

Denote byZn,k the set of all rational functions ofn and k whose numerator
and denominators, considered as elements fromC[n, k], are products of integer-linea
polynomials (in particular,Zn,k contains all the polynomials fromC[n, k] that are such
products).

Theorem 2 [6]. For a given term T (n, k), set S = Ck(T ). Let

F
EkV

V
(12)

be an RNF of S w.r.t. k. Then F ∈ Zn,k . If T (n, k) is a factorial term, then V ∈ Zn,k . If
T (n, k) ∈Zn,k , then F = 1, V ∈ Zn,k .
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2.3. Additive decomposition of terms in one variable

Recall that non-zero termsT (k) and T ′(k) over K are similar (denoted asT (k) ∼
T ′(k)) if there existsF(k) ∈ K(k) such thatT ′(k) = F(k)T (k), and the sum of two non
zero termsT (k) andT ′(k) is a term iffT (k) ∼ T ′(k) [12]. If we apply an operator from
C(n, k)[Ek] to a termT (k), then we obtain a term which is either zero or similar toT (k).
Therefore, if a non-zero termT (k) is represented asT (k)= (Ek − 1)T1(k)+ T2(k) where
T1(k), T2(k) are terms, thenT (k)∼ Ti(k) if Ti(k) is non-zero, 1� i � 2.

Theorem 3 [5,7]. Let T (k) and T1(k) be similar terms over K and T2(k) = T (k) −
(Ek − 1)T1(k) be a non-zero term. Let

F
EkV

V
, F = f1

f2
, f1 ⊥ f2, V = v1

v2
, v1 ⊥ v2, (13)

be an RNF of the certificate of T2(k) such that for any irreducible p ∈ C(n)[k] and for
α ∈ N \ {0} such that pα|v2, the following relations hold:

Em
k p | v2 ⇒ m= 0, (14)

Em
k p | f1 ⇒ m< 0, Em

k p | f2 ⇒ m> 0 (15)

(m is assumed to be integer). Then for any term T ′
1(k), T

′
1(k) ∼ T (k) or T ′

1(k) = 0, the
term T ′

2(k)= T (k)− (Ek − 1)T ′
1(k) is non-zero, and for any RNF

F ′EkV
′

V ′ , V ′ = v′
1

v′
2
, v′

1 ⊥ v′
2,

of the certificate of T ′
2(k), there exists an m ∈ Z such that Em

k p
α | v′

2.

For a given termT (k), the algorithm from [5,7] which solves the additive decomposi
problem constructs two termsT1(k), T2(k) such thatT2(k) = T (k) − (Ek − 1)T1(k) and
eitherT2 = 0 or the certificate ofT2 has an RNF of the form (13) wherev2 is shift-free (i.e.,
relation (14) holds), and the two relations in (15) hold for any irreducible factorp of v2.
It follows from Theorem 3 that the polynomialv2 has minimal degree. As in the ration
case,T1, T2 are the summable and, respectively, non-summable components of an a
decompositionT = (Ek − 1)T1 + T2.

This formulation agrees with the additive decomposition problem for rational f
tions [1,2,14] since ifT2 ∈ C(n)(k) thenF = 1 andv2 is the denominator ofT2.

Note that for a given termT (k), the mentioned algorithm from [7] which constructs
additive decomposition ofT (k) follows a number of steps. In the first step, the auxili
algorithmdcert is applied. For a given strict RNF ofCk(T ), it constructs RNFs ofT1, T2
(if T1(k) = 0 or T2(k) = 0, thenF(k) = 0,V (k) = 1 in the corresponding RNF of th
form (11)). The algorithmdcert can be slightly simplified by avoiding the construction
an RNF ofCk(T1). We will refer to this simplified version in Section 3.3 asdcert′.
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2.4. Factorization into integer-linear polynomials

As in [4], we will face the problem of recognizing whether a given polynomial inn and
k factors into integer-linear polynomials. The following theorem is the key to the sol
of the problem.

Theorem 4 [4]. A polynomial f (n, k) ∈ C[n, k] belongs to Zn,k iff for any irreducible
factor p(n, k) of f (n, k), there are I, J ∈ Z, I > 0, such that p(n+ I, k + J ) | f (n, k).

For a given polynomialf (n, k) ∈ C[n, k], Theorem 4 provides a criterion for th
factorability of f into integer-linear polynomials. Additionally in [4] an algorithm
determine iff belongs toZn,k was presented. This algorithm does not require a comp
factorization of the input polynomialf (n, k) into irreducible factors. In summary, th
algorithm (we will refer to it as algorithmilf) is as follows. The problem of recognizin
whether a given polynomialg(n, k) factors into polynomials of the forman + bk + c,
a, b ∈ Z, c ∈ C is equivalent to the possibility of factoringg(n, k) into polynomials
that do not depend onn and polynomials of the formn + dk + c, d ∈ Q \ {0}, c ∈ C.
We can extract fromg(n, k) the maximal factorv(k) that does not depend onn. Let
w(n, k) = g(n, k)/v(k). Considerd as a new variable and substitutek − dn into w(n, k)

for k (this gives us a polynomial̃w(d,n, k)) and represent the result as a polynomial in
with coefficients inC[d, k]. Then find all rational valuesd0, . . . , dm of d such that these
coefficients have a non-constant greatest common divisor, which we denote aswi(n, k) for
the valuedi , i = 0, . . . ,m. (This can be achieved by using resultant approach.) The an
to the question under consideration is “yes” iff

∑m
i=0 degk wi(n, k)= degk w(n, k).

2.5. The existence of a Z-duplex for a sum of two similar terms

The notion of similarity of terms in one variable can be readily generalized to t
in two variables, i.e.,T (n, k) ∼ T ′(n, k) if T ′(n, k) = R(n, k)T (n, k), R(n, k) ∈ C(n, k).

Similar to the univariate case, the sumT + T ′ of non-zero terms in two variables is a ter
iff T ∼ T ′. The following simple theorem about the existence of aZ-duplex for a sum of
two similar terms is presented in [4].

Theorem 5 [4]. If there exist Z-duplexes for similar terms T (n, k) and T ′(n, k), then there
exists a Z-duplex for the term T (n, k)+ T ′(n, k).

3. Stems of rational functions and r-terms

3.1. The stem of a rational function

For any rational functionQ(n, k) there exists a uniquely defined monic polynom
s(n, k) such thats(n, k) has no integer-linear factor, and the denominator ofs(n, k)Q(n, k)

factors into integer-linear polynomials. We calls(n, k) thestem of Q(n, k).
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3.2. The stem of an r-term

Let T (n, k) be anr-term. If there exists a monics ∈ C[n, k] such that

• s(n, k) has no integer-linear factor,
• s(n, k)T (n, k) is ap-term,

thens(n, k) is called thestem of the termT (n, k). Hence, ifs(n, k) is a stem ofT (n, k)
then

T (n, k)= 1

s(n, k)
T ′(n, k),

whereT ′(n, k) is ap-term. The following theorem shows that the stem of anyr-term is
uniquely defined.

Theorem 6. Let T (n, k) be an r-term. Let s be a monic polynomial in n, k that has no
integer-linear factor, and such that sT is a p-term. Let

F
EkV

V
(16)

be any RNF w.r.t. k of Ck(T ). Then s is the stem of V .

Proof. We can find a polynomialp(n, k) such that forR = p/s the termT ′ = RT is a
fractal term. SetS = Ck(T ), S′ = Ck(T ′). Then

S = S′EkR

R
. (17)

If S′ is shift-reduced w.r.t.k, then the right-hand side of (17) is an RNF ofS. Otherwise,
we can transform (17) into an RNF ofS by constructing an RNF ofS′, sayS′ =GEkW

W
. It

follows from (17) thatGEk(RW)
RW

is an RNF ofS. By Theorem 2,G,W ∈ Zn,k . (Note that
F in (16) belongs toZn,k by Theorem 2 as well.) We have

F

G
= Ek(RWV −1)

RWV −1
.

The right-hand side of the last equality is an RNF ofF/G. By Theorem 2,RWV −1 ∈Zn,k .
SinceW ∈ Zn,k, V differs fromR by an element fromZn,k . The claim follows. ✷
Corollary 1. Let T (n, k) be an r-term and (16) be any RNF w.r.t. k of Ck(T ). Then the
stem of V is equal to the stem of T (n, k).
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3.3. An algorithm to recognize if an r-term is a p-term

The following corollary follows directly from Theorem 6.

Corollary 2. An r-term T (n, k) is a p-term iff its stem is equal to 1.

In order to recognize if anr-termT (n, k) is ap-term, one constructs an RNF w.r.t.k of
Ck(T ) of the form (11) and checks whether the denominator ofV belongs toZn,k by using
the algorithm mentioned in Section 2.4.

So thek-certificate of anr-termT (n, k) suffices to recognize ifT (n, k) is ap-term.

4. An additive decomposition of an r-term

Theorem 7. Any r-term T (n, k) can be represented in the form

(Ek − 1)T1(n, k)+ T2(n, k),

where T1(n, k), T2(n, k) are r-terms, and either T2(n, k) is zero or the stem of T2(n, k) is
shift-free w.r.t. k.

Proof. SetS = Ck(T ). Let T̃ be any non-zero term ink over the fieldC(n) with Ck(T̃ )= S

whereS is considered as an element fromC(n)(k). Such a term can be constructed
follows. Let k0 ∈ Z be such thatS(n, i) is a non-zero rational function fromC(n) for all
i ∈ Z, i � k0. Set

T̃ (k)=
k−1∏
i=k0

S(n, i). (18)

T̃ is a term in one variablek (over C(n)), and, therefore, it is possible to construct
additive decomposition, that was discussed in Section 2.3:

T̃ (k)= (Ek − 1)T̃1(k)+ T̃2(k). (19)

This means if an RNF ofCk(T̃2) has the form (13), then for any irreduciblep, p|v2,
the relations in (14), (15) hold. Evidently there existR1,R2 ∈ C(n)(k) such thatT̃1 =
R1T̃ , T̃2 = R2T̃ (if T̃i = 0, thenRi = 0). ConsiderR1,R2 as elements ofC(n, k). Set
T1 =R1T , T2 =R2T . We claim that

T = (Ek − 1)T1 + T2. (20)

Indeed, set

T̃3 = (Ek − 1)T̃1. (21)



S.A. Abramov / Advances in Applied Mathematics 30 (2003) 424–441 433

.
t.

r

claim
Since eitherT3 = 0 or T̃3 ∼ T̃ , there existsR3 ∈ C(n)(k) such that̃T3 = R3T̃ . It follows
from T̃ = T̃3 + T̃2 thatR3 +R2 = 1 and, consequently,T = T3 +T2 whereT3 =R3T . The
claim is proven if we can show that

T3 = (Ek − 1)T1. (22)

By (21) we havẽT3 = (Ek − 1)R1T̃ , or

R3 = (EkR1)B −R1, (23)

whereB = Ck(T̃ ). It follows from (23) and fromCk(T̃ ) = Ck(T ) that relation (22) holds
Hence, relation (20) also holds. EvidentlyCk(T2)= Ck(T̃2) and, therefore, any RNF w.r.
k of Ck(T2), written in the form (13), hasv2 shift-free w.r.t.k. ✷

5. The applicability of Z

5.1. r-terms whose stems are shift-free w.r.t. k

Let Λ be a field of characteristic 0. A polynomialf (x) ∈ Λ(x) is spread if for any
irreduciblep(x) which dividesf (x) there ism ∈ Z \ {0} such thatp(x +m)|f (x).

Theorem 8. Let T̂ (n, k) be an r-term whose stem is not spread. Then there does not exist
a term Ť (n, k) such that T̂ = (Ek − 1)Ť .

Proof. Let F EkV
V

be an RNF ofCk(T̂ ), F,V ∈ C(n, k), and are represented as

F = f1

f2
, f1 ⊥ f2, V = v1

v2
, v1 ⊥ v2.

It follows from the hypothesis of the theorem that the stem ofV has an irreducible facto
p(n, k) such thatp(n, k + m) is not a factor ofv2 for anym ∈ Z \ {0}. By Theorem 2,
F ∈ Zn,k . Hence,f1, f2 have no factor of the formp(n, k + m), m ∈ Z. Since the
hypothesis Theorem 3 (including the relations in (14) and (15)) is satisfied, the
follows. ✷

For the case where a givenF(n, k) ∈ C(n, k) is also a polynomial ink over C(n) or
over C[n], we denoteF(n, k) asF(n; k). If some polynomial substitutionsn = ϕ(n, k),
k =ψ(n, k) for n andk are applied toF(n; k), then the expression

F
(
ϕ(n, k);ψ(n, k)) (24)

is also considered as a polynomial ink overC(n) or overC[n].

Theorem 9. Let T (n, k) be an r-term which is not a p-term. Let the stem of T be shift-free
w.r.t. k. Then for any operator L ∈ C[n,En], the stem of the term LT is not spread w.r.t. k.
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Proof. Let s(n, k) be the stem ofT (n, k). We can find a rational functionR(n, k)
whose denominator is the stem ofT (n, k), the numerator has no integer-linear factor a
additionallyT =RT ′ whereT ′ is a factorial term. Let the operatorL ∈ C[n,En] be of the
form (4). ThenLT is the product ofMR andT ′, where

M = aρ(n)tρE
ρ
n + · · · + a1(n)t1En + a0(n), t1, . . . , tρ ∈ Zn,k,

that is,M is an operator fromC(n, k)[En] whose coefficients belong toZn,k. Recall that
the denominator ofR is shift-free w.r.t.k.

Suppose that the stem ofMR is spread w.r.t.k. It is shown in [4, Lemma 3], that i
M = bρE

ρ
n +· · ·+b0 ∈ C[n,En], then this implies the following: for any irreducible fact

p(n, k) of the denominator ofR(n, k) there exists a factorq(n, k) of this denominator suc
that

p(n, k)= q(n+ I, k + J ), I, J ∈ Z, I > 0. (25)

As shown in the proof [4], we consider the partial fraction decomposition ofR overC(n),
and use the fact that ifbm ∈ C[n], then the application ofbmEm

n to a simple fraction with
the denominatorp(n; k)µ results in a simple fraction with the denominator

p(n+m; k)µ. (26)

If bm ∈ Zn,k , then sincep(n, k) divides the stem ofT , p(n, k) is not integer-linear, an
the application ofbmEm

n to a simple fraction with the denominatorp(n, k)µ results in
a rational function, considered as a rational function ink overC(n), whose partial fraction
decomposition contains a simple fraction with the denominator (26) and no simple fr
with the denominator of the formp(n+m1; k)µ1, m1 �=m, µ1 > 0. Consequently, for th
simple fractions with the denominators of the form (26), the logic from [4] remains v
for the case where the coefficients of the difference operatorM belong toZn,k. Therefore,
if p(n, k) is an irreducible factor of the denominator ofR, then this denominator als
has a factorq(n, k) such that equality (25) is satisfied. It follows from Theorem 4 tha
irreducible factors of the denominator ofR(n, k) are integer-linear, a contradiction.✷
5.2. An algorithm to recognize the applicability of Z to an arbitrary term

Let T (n, k) be a term. By Theorem 1, there exists anr-termT0(n, k) that has the sam
certificates as those of the original term. By Proposition 1 we can now considerT0 instead
of T . Let T1, T2 be terms such that

T0 = (Ek − 1)T1 + T2

andT2 = 0 or the stem ofT2 is shift-free w.r.t.k. Suppose thatT2 �= 0. By Theorem 5
the termT0 has aZ-duplex iff T2 has aZ-duplex. By Theorem 8, ifT2 has aZ-duplex
(L,G), then the stem ofLT2 should be spread w.r.t.k. By Theorem 9, this condition is no
satisfied unless the stem ofT2 is 1, i.e.,T2 is ap-term. By combining this information with
the “fundamental theorem,” we arrive at the following theorem.
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Theorem 10. For a given term T (n, k), let T0(n, k) be an r-term that has the same
certificates. Let the terms T1, T2 be such that T2 �= 0, the stem of T2 is shift-free and

T0 = (Ek − 1)T1 + T2. (27)

Then Z is applicable to T (n, k) iff T2 is a p-term.

This gives a criterion for the applicability ofZ to a given term. We have mentione
however, that by Corollaries 1, 2, thek-certificateCk(T2) suffices to recognize ifT2 is a
p-term. In turn,Ck(T2) can be constructed by algorithmdcert′ (Section 2.3) starting with
Ck(T0) only. ButCk(T0)= Ck(T ). This way the answer to the question “isZ applicable to
T (n, k)?” can be provided algorithmically, starting with thek-certificate ofT (n, k):

1. Construct by algorithmsrnf (Section 2.2) a strict RNFD(n, k)U(n, k+ 1)/U(n, k) of
Ck(T ). ConsideringCk(T ) as thek-certificate of a term̃T in k over the rational function
field of n, construct bydcert′ (Section 2.3) an RNFF(n, k)V (n, k+1)/V (n, k) of the
k-certificate of the non-summable component of an additive decomposition ofT̃ (if the
non-summable component is 0, then setF = 0,V = 1).

2. By algorithmilf (Section 2.4) recognize if the denominator ofV factors into integer-
linear factors (the answer is “yes,” if, in particular,V is a polynomial).Z is applicable
to T (n, k) iff such factorization is feasible.

Notice that in spite of the non-uniqueness of an additive decomposition
consequence, a possiblek-certificate of the non-summable component is not uniqu
general), and non-uniqueness of RNF of thek-certificate, by Theorem 10 this algorith
gives the one-valued answer to the question on the applicability ofZ.

Example 1. For the hypergeometric term [9, 3.112]

T (n, k)= (−1)k
(
n+ 1

k

)(
2n− 2k − 1

n− 1

)
,

S = Ck(T )= (k − n− 1)(2k− n)(2k − n+ 1)

2(k + 1)(k − n+ 1)(2k− 2n+ 1)
.

By algorithmsrnf we get a strict RNF w.r.t.k of S in the formDEkU
U

:

D = (2k − n)(2k − n+ 1)

2(k + 1)(2k− 2n+ 1)
, U = 1

(k − n)(k − n− 1)
.

By algorithmdcert′ we get an RNF of thek-certificate of the non-summable compon

T̃2 from the additive decomposition (18). This RNF is of the formF EkV
V

:

F = (2k− n− 2)(2k− n− 1)
, V = v1 = −n2 − 3n+ 4k− 2

.

2(k+ 1)(2k− 2n+ 1) v2 4(k − n− 1)
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Sincev2 can be written as a product of integer-linear polynomials,Z is applicable to
T (n, k). Notice that in this example, the given termT itself is ap-term.

Remark. We could construct the complete additive decomposition (18). This yields

T̃ =
k−1∏
i=0

(i − n− 1)(2i − n)(2i − n+ 1)

2(i + 1)(i − n+ 1)(2i − 2n+ 1)
,

T̃1 = kn2(1− n)(2nk + 2k − 2n2 − 3n− 1)

(1− 2n)(k − n− 1)(2k− n− 2)(2k− n− 1)

×
k−1∏
i=1

(2i − n)(2i − n+ 1)

2(i + 1)(2i − 2n+ 1)
,

T̃2 = −1

2

n(4nk − 5n+ 4k − n3 − 4n2 − 2)

(1− 2n)(k − n− 1)

k−1∏
i=1

(2i − n− 2)(2i − n− 1)

2(i + 1)(2i − 2n+ 1)

but for our goal we do not need this, and the RNF ofCk(T2) as given before this remark
sufficient.

Example 2.

T (n, k)= (−1)k
1

nk + 1

(
n+ 1

k

)(
2n− 2k− 1

n− 1

)
.

(Notice that this term is a product of the termT in Example 1 and the rational functio
1/(nk + 1).)

We have

S = Ck(T )= (nk + 1)(k − n− 1)(2k− n)(2k− n+ 1)

2(nk + n+ 1)(k+ 1)(k − n+ 1)(2k− 2n+ 1)
.

By algorithmsrnf we get

D = (2k − n)(2k− n+ 1)

2(k + 1)(2k− 2n+ 1)
, U = n

(nk + 1)(k − n)(k − n− 1)
.

By algorithmdcert′ we get

F = (2k− n− 1)(2k− n− 2)

2(k + 1)(2k− 2n+ 1)
,

V = v1 = 8nk2 − n3k − 7n2k − 8nk+ 4k + n3 + 2n2 − n− 2
.

v2 8(k− n− 1)(nk− n+ 1)
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Sincev2 cannot be written as a product of integer-linear polynomials,Z is not applicable to
T (n, k). This is an example where the given termT is not ap-term, andZ is not applicable
to T , either.

Example 3.

T (n, k) = (−1)k
n2k2 + n2k − 1

(nk + 1)(nk + n+ 1)

(
2n− 2k− 3

n− 1

)
.

We haveS = Ck(T )= s1/s2 where

s1 = −(nk + 1)(2k− n)(2k − n+ 1)

× ( − 6+ 14nk+ 51n2k + 4k2n4 − 8k3n3 − 38k2n3 + 4k4n2

+ 26k3n2 + 12kn4 − 55n3k + 4k2n+ 58k2n2 + 14n2 + 11n

− 25n3 + 8n4 − 10k− 4k2),
s2 = 2(nk + 2n+ 1)(k− n+ 2)(2k− 2n+ 3)

× (
6nk + 4k2n− 3n2k − 2k − 4k2 − n2 + n− 3n3k + 4k2n2

+ 4k2n4 − 8k3n3 − 14k2n3 + 10k3n2 + 4k4n2 + 4kn4).
By algorithmsrnf we get

D = − (2k − n)(2k− n+ 1)

2(k− n+ 2)(2k− 2n+ 3)
, U = u1

u2

where

u1 = −2k + 6nk − 3n2k+ 4n4k2 + 4k2n− 3n3k + 4n2k2 − 8n3k3

− 14n3k2 + 4n2k4 − n2 + n− 4k2 + 10n2k3 + 4n4k,

u2 = 4(nk + 1)(nk + n+ 1).

By algorithmdcert′ we have

F = (2k− n− 1)(2k− n− 2)

2(k − n+ 3)(2k− 2n+ 5)
, V = v1

v2
= 4k − 3n+ 2

4
.

ThereforeZ is applicable toT (n, k), even though the given termT is not ap-term.
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5.3. Remarks on the field K; parameterized terms

So far we considered rational functions and terms over the fieldsC andC(n). In this
sense the fieldC played the role of the ground field.

Algorithmically speaking, this choice of the ground field is not completely approp
(it was made for simplicitys sake) because, for example, algorithmssrnf, dcert′, ilf involve
the search for integer and rational roots of algebraic equations with coefficients fro
ground field. On the other hand, it is known thatZ can be applied to some parameteriz
terms, since the “fundamental theorem” is valid for the case where the coefficie
P(n, k) andu, v, cis, c′

is, involved in (7), depend on parameters. The problem is
to avoid the difficulties associated with the root computation and, additionally, to cov
interesting parameterized case.

Let Λ be a field of characteristic 0 (this is actually equal toQ ⊂Λ). It is easy to show
that if there is an algorithm to compute rational roots of any polynomialf (x) overΛ,
then there exists a corresponding algorithm for any simple extensionΛ(θ), algebraic or
transcendental. This implies that we can consider as the ground field (instead ofC) any
field of the formQ(θ1, . . . , θm), where for eachθi either it is known thatθi is transcendenta
over Q(θ1, . . . , θi−1), or an irreducible polynomialPi(x) over Q(θ1, . . . , θi−1) such that
Pi(θi)= 0 is given. (In the first caseθi can be considered as a parameter.)

Let K be a field of such form,�K—the algebraic closure ofK. We can consider a
integer-linear polynomial as a polynomial of the forman + bk + c, wherea, b ∈ Z,
c ∈ �K (the definitions ofZn,k , p-terms andr-terms have to be adjusted accordingly). T
“fundamental theorem” and Theorems 1, 4 still hold. Besides this there is no pro
with computing integer and rational roots of algebraic equations overK andK(n) and
algorithmssrnf, dcert′, ilf can be used. This gives an opportunity to apply the propo
algorithm toCk(T ) ∈K(n, k) to determine in advance whetherZ will succeed onT (n, k).

Example 4.

T (n, k)= (
m− √

2
)k(m− √

2

mn+ k

(
n

k + 1

)2

− 2

mn+ k − 1

(
n

k

)2)
.

We considerQ(m,
√

2) as the ground field:m is transcendental overQ, while
√

2 is
algebraic overQ(m). We haveS = Ck(T )= s1/s2 where

s1 = (−n+ k)2
(
m− √

2
)
(mn+ k − 1)

× (−8− 16k− 8mn− k
√

2n2 + 2k2
√

2n+ 2k2m+ k3m+m2n

− 2m2n2 +m2n3 + km−mn
√

2− √
2mn3 − 10mnk− 4mnk2

+mn2k + k2nm2 + 2knm2 − 2kn2m2 − k
√

2− k3
√

2− 2k2
√

2

− 2knm
√

2+ 2kn2m
√

2− k2nm
√

2+ 2k
√

2n− 10k2 − 2k3

+ 2n2m
√

2
)
,
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s2 = (mn+ k + 1)(k+ 2)2

× (
m2n3 − √

2mn3 − 2kn2m2 + 2kn2m
√

2+ k2nm2 − k2nm
√

2

+mn2k − k
√

2n2 − 4mnk2 + 2k2
√

2n+ k3m− k3
√

2−mn2

+ n2
√

2− 2mnk− 2k
√

2n− k2m+ k2
√

2− 2mn− 2k3 − 4k2 − 2k
)
.

By algorithmsrnf we get

D = (m− √
2)(k − n)2

(k + 2)2
, U = u1

u2

where

u1 = m2n3 −mn3
√

2− 2m2n2k + 2mn2k
√

2

+m2nk2 −mnk2
√

2+mn2k − kn2
√

2− 4mnk2

+ 2k2n
√

2+ k3m− k3
√

2−mn2 + n2
√

2− 2mnk

− 2nk
√

2−mk2 + k2
√

2− 2mn− 2k3 − 4k2 − 2k,

u2 = (−2+m− √
2
)
(mn+ k)(mn+ k − 1).

By algorithmdcert′ we have

F = (k − n− 1)2

(k + 3)2
, V = v1

(mn+ k − 1)v2

wherev1 ∈ Q(m,
√

2)[n, k], v2 ∈ Q(m,
√

2)[n]. (We do not showv1 andv2 due to their
sizes.) ThereforeZ is not applicable toT (n, k).

Example 5.

T (n, k)= (
m− √

2
)k(m− √

2

mn+ k

(
n

k + 1

)2

− 1

mn+ k − 1

(
n

k

)2)
.

As in Example 4, we considerQ(m,
√

2) as the ground field. We haveS = Ck(T )= s1/s2,
where

s1 = (−n+ k)2
(
m− √

2
)
(nk − 1)

× (
4+ 4k −m− 8n+ 3mn+ √

2− 12nk+mn3 − 2mk

+ 5mnk+mn3k − 2mn2k2 +mnk3 + k2 − 3mn2 −mk2 − nk3

− 6nk2 + 3mnk2 − 4mn2k− √
2n3k + 2

√
2n2k2 − √

2nk3 − 5
√

2nk

− 3
√

2nk2 + 4
√

2n2k + 3
√

2n2 + √
2k2 + 2

√
2k − 3

√
2n− √

2n3),
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s2 = (nk + 2n− 1)(k+ 2)2

× (
mn3k − 2mn2k2 +mnk3 −mn2 + 2mnk −mk2 − √

2n3k

+ 2
√

2n2k2 − √
2nk3 + √

2n2 − 2
√

2nk + √
2k2 − nk3

− 3nk2 − 3nk − n+ k2 + 2k+ 1
)
.

By algorithmsrnf we get

D = (m− √
2)(k − n)2

(k + 2)2
, U = u1

u2

where

u1 = (
mn3k − 2mn2k2 +mnk3 −mn2 + 2mnk −mk2 − √

2k3k

+ 2
√

2n2k2 − √
2nk3 + √

2n2 − 2
√

2nk + √
2k2 − nk3

− 3nk2 − 3nk − n+ k2 + 2k+ 1
)
n,

u2 = (
m− √

2− 1
)
(nk + n− 1)(nk − 1).

By algorithmdcert′, the non-summable component is 0, i.e.,F = 0, V = 1. Therefore,Z
is applicable toT (n, k).
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