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#### Abstract

We investigate the connection between divisibility of full-rank square matrices of linear scalar differential operators over some differential field $K$, and the solution spaces of these matrices over the universal Picard-Vessiot extension of $K$. We establish some properties of the solution spaces of the greatest common right divisor and the least common left multiple of such matrices.
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## 1. INTRODUCTION

In [9, p. 82] it is shown that if $R$ is a principal right ideal ring then so is the ring $\mathbf{M}_{m}(R)$ of square matrices of size $m$ with entries in $R$ (the same holds for principal left ideal ring). This is enough for the existence of the (right and left) greatest common divisor and least common multiple for any pair $(A, B)$ of matrices of this type (even if they are not of full rank). This is in particular the case for $R=K[\partial]$ the ring of scalar linear differential operators over a given differential field $K$. Later, in [5, Section 9.3], algorithms for finding the greatest common right divisor (gcrd) and the least common left multiple (lclm) of Ore operator matrices were given in the same way as it has been done earlier for matrices of polynomials [6]. Those algorithms are based originally on the algorithm FF [5]. A simplified version of FF is the RowReduction algorithm presented in [4],-for short, we will use the abbreviation RR in the sequel.

However, as far as we know, the relations between the divisibility properties of differential operator matrices (i.e., of matrices of scalar differential operators) and their spaces of solutions were not investigated in detail in those publications. In the present paper, we are interested in studying such relationships in the case of differential full-rank operator matrices over a differential field $K$ of characteristic zero. We assume that Const $(K)$, the constant field of $K$, is algebraically closed and we fix a universal Picard-Vessiot extension $\Lambda$ of $K[14]$. With each differential operator matrix $A \in \mathbf{M}_{m}(K[\partial])$ we associate its solution space $V_{A}$ over $\Lambda$ (that is the set of vector-column $y=\left(y_{1}, \ldots, y_{m}\right)^{\mathrm{T}} \in \Lambda^{m}$ satisfying $A(y)=0$ ).

Note that the solution space of a full-rank operator matrix is finite-dimensional over $\operatorname{Const}(K)$, as it follows from [2]. We prove that for any given finite set $F \subset \Lambda^{m}$ there exists an operator matrix whose solution space is generated by $F$ (the entries of that matrix are, in general, in $\Lambda$, not necessarily in $K$ ). We use this first result and some matrix divisibility properties to prove that for any full-rank matrices $A, B \in \mathbf{M}_{m}(K[\partial])$ we have $V_{A}+V_{B}=V_{\mathrm{lclm}(A, B)}$. It seems that this has so far been explicitly stated and proved in the scalar case, i.e. $m=1$, but even there the proof is nontrivial (see the comment to [11, Lemma 1] where it is noted that the proof can be based on [10, Lemma A.6]).

So again, although the definition and computation of gcrd and lclm of operator matrices are not newas we have noted, a very similar exposition can be found in [5], [9]-the connection to solution spaces does not appear to have been studied so far.

We would like to note that some of the statements of our paper can be proved in a different way with the methods of differential algebra, in particular by using some statements from [12]. Our current proofs are quite elementary, and from them the algorithms of interest to us can often be extracted with little or no additional effort.

## 2. PRELIMINARIES: OPERATOR MATRICES

Let ( $K, \partial$ ) be a differential field of characteristic 0 with an algebraically closed constant field Const $(K)=\{c \in K \mid \partial c=0\}$. We denote by $\Lambda$ a fixed universal Picard-Vessiot differential extension field of $K$ (see [14, Section 3.2]). This is a differential extension $\Lambda$ of $K$ with $\operatorname{Const}(\Lambda)=\operatorname{Const}(K)$ such that any linear differential equation of order $n$ with coefficients in $K$ has a fundamental set of solutions in $\Lambda$.

Let $m$ be a positive integer, $L$ an operator matrix from $K[\partial]^{n \times m}$. We denote by $V_{L}$ the Const( $\Lambda$ )-vector space of solutions of $L$ (i.e., solutions of the equation $L(y)=0$ ) belonging to $\Lambda^{m}$. Its dimension will be denoted by $\operatorname{dim} V_{L}$.

The rows of an operator matrix $C \in K[\partial]^{n \times m}$ having indices $i_{1}, \ldots, i_{s}, s \leq n$, are said to be independent over $K[\partial]$, if the equality $f_{1} C_{i, *}+\ldots+f_{s} C_{i s, *}=0$ with $f_{1}, \ldots, f_{s} \in K[\partial]$, implies that $f_{1}=\ldots=f_{s}=0$. Here $C_{i, *}$, for $1 \leq i \leq n$, denotes the $1 \times m$ matrix which is the $i$ th row of $C$.

Analogously, one can define the independence of columns, but then $f_{1}, f_{2}, \ldots$ must be used as right factors. For a matrix $C$ we can define the row rank as the maximal number of independent rows of the matrix and its column rank as the maximal number of its independent columns. For any matrix those two ranks are equal [8, Ch. 8.1, Theorem 1.1] (note that if $f_{1}, f_{2}, \ldots$ were used as the left coefficients of the columns of $C$ then the claim about equality of the two ranks would not hold). We will use below the term rank for this number. A matrix from $K[\partial]^{n \times m}$ is said to be of full rank if its rank is equal to $\min \{n, m\}$.

Let $R$ be a ring. Denote
-by $\mathbf{M}_{m}(R)$ the matrix ring $R^{m \times m}$,
-by $\mathbf{M}_{m}$ the matrix ring $K[\partial]^{m \times m}=\mathbf{M}_{m}(K[\partial])$,
-by ord $M$ the order of a given matrix $M \in \mathbf{M}_{m}$, i.e., the maximum of the orders of its entries,
-by $\boldsymbol{\Phi}_{m}$ the multiplicative semigroup of all full-rank matrices from $\mathbf{M}_{m}$, and,
-by $\mathbf{X}_{m}$ the group of unimodular (i.e., invertible) matrices from $\mathbf{M}_{m}$.
Evidently, $\mathbf{r}_{m} \subset \boldsymbol{\Phi}_{m}$.
In the following proposition, we recall two results that will be used later and whose proof is based on [2, Theorem 2] (remark however that (2) can also be proven using [13, Theorem 3]).

Note that the first Eq. (1) can serve as a replacement for the equality $\operatorname{ord} A B=\operatorname{ord} A+\operatorname{ord} B$ valid for scalar operators $A$ and $B$, but not in the general case of operator matrices (due to existence of zero divisors in $\mathbf{M}_{m}(K)$ ).

Proposition 1. Let $A, B \in \boldsymbol{\Phi}_{m}$. Then
(i) [3, Theorem 3] We have the equality

$$
\begin{equation*}
\operatorname{dim} V_{A B}=\operatorname{dim} V_{A}+\operatorname{dim} V_{B} . \tag{1}
\end{equation*}
$$

(ii) [3, Proposition 2(ii)] We have the equivalence

$$
\begin{equation*}
A \in \mathbf{Y}_{m} \Leftrightarrow V_{A}=0 \tag{2}
\end{equation*}
$$

Remark 1. If we consider only solutions belonging to a subfield $F$ of $\Lambda$ then (1) does not hold in general even in the scalar case. Indeed, take $m=1, K=F=\overline{\mathbb{Q}}(x), A=x \partial-1, B=x^{2} \partial+1$. The solution space $\mathrm{Sol}_{F} A$ of $A$ whose elements belong to $F$ is generated over constants by $x$, and $\operatorname{Sol}_{F} B=\operatorname{Sol}_{F} A B=0$; so $\operatorname{dim} \operatorname{Sol}_{F} A B=0$ while $\operatorname{dim} \operatorname{Sol}_{F} A+\operatorname{dim} \operatorname{Sol}_{F} B=1+0=1$.

We assume that the field $K$ is computable, i.e., there exist algorithms to execute the field operations and an algorithm for zero testing in $K$. The following known algorithms are important in the context of our paper:
$\mathbf{A}_{1}$ : Given $C \in K[\partial]^{n \times m}$, the algorithm RowReduction from [5] (algorithm $R R$ in the sequel) allows one in particular to find a matrix $U \in \mathbf{r}_{m}$ such that the number of nonzero rows of $U C$ is equal to the rank of $C$, and those rows are the first rows of $U C$. Since $U$ is unimodular, the nonzero rows of $U C$ are independent over $K[\partial]$ ([4], [5]).
$\mathbf{A}_{2}$ : Given $A \in \boldsymbol{\Phi}_{m}$, the algorithm from [2] can be used to compute $\operatorname{dim} V_{A}$.
$\mathbf{A}_{3}$ : Given $A \in \boldsymbol{\Phi}_{m}$, the algorithm discussed in [1,3] allows one to test whether $A$ is unimodular, and to construct $A^{-1}$ if the answer is positive.

The following lemma will also be useful in the sequel:
Lemma 1 ([5]). Let $A \in \boldsymbol{\Phi}_{m}, B \in \mathbf{M}_{m}$. Let

$$
C=\binom{A}{B} \in K[\partial]^{2 m \times m} .
$$

Then one can construct $U \in \mathbf{P}_{2 m}$ such that the first $m$ rows of $U C$ are independent over $K[\partial]$ while its last $m$ rows are zero.

The matrix $U$ can be constructed by the algorithm $\operatorname{RR}$ (see $\mathbf{A}_{1}$ ).

## 3. THE GREATEST COMMON RIGHT DIVISOR

Definition 1. Let $A, B, D \in \mathbf{M}_{m}$. Then
$-D$ is a right divisor of $A$ (we write $\left.D\right|_{r} A$ ) if there exists $Q \in \mathbf{M}_{m}$ such that $A=Q D$,
$-D$ is a common right divisor of $A, B$ if $\left.D\right|_{r} A$ and $\left.D\right|_{r} B$.
Lemma 2. Let $A \in \mathbf{\Phi}_{m}, Q, D \in \mathbf{M}_{m}$ and $A=Q D$. Then $Q, D \in \mathbf{\Phi}_{m}$.
Proof. First, if $Q \notin \boldsymbol{\Phi}_{m}$ then there exist $f_{1}, \ldots, f_{m} \in K$, such that $\exists_{i, 1 \leq i \leq m} f_{i} \neq 0$ and $f_{1} Q_{1, *}+\ldots+f_{m} Q_{m, *}=0$. The equality $A=Q D$ implies that $f_{1} A_{1, *}+\ldots+f_{m} A_{m, *}=0$, and $A \notin \boldsymbol{\Phi}_{m}$.

Second, if $D \notin \boldsymbol{\Phi}_{m}$ then there exist $f_{1}, \ldots, f_{m} \in K$, such that $\exists_{i, 1 \leq i \leq m} f_{i} \neq 0$ and $D_{*, 1} f_{1}+\ldots+D_{*, m} f_{m}=0$. The equality $A=Q D$ implies that $A_{*, 1} f_{1}+\ldots+A_{*, m} f_{m}=0$, and $A \notin \boldsymbol{\Phi}_{m}$.

Lemma 3. Let $A, B \in \mathbf{M}_{m}$. Then
(i) $V_{D} \subseteq V_{A} \cap V_{B}$ for any common divisor $D$ of $A, B$.
(ii) If $A \in \boldsymbol{\Phi}_{m}$ then there exists a common right divisor $D \in \boldsymbol{\Phi}_{m}$ of $A$ and $B$ such that $V_{D}=V_{A} \cap V_{B}$.
(iii) If $A \in \mathbf{\Phi}_{m}, D$ is as in (ii) and $V_{A}=V_{D}$ then $D=T A$ with $T \in \mathbf{r}_{m}$.

Proof. (i) This follows from $A=Q_{1} D, B=Q_{2} D$ for some $Q_{1}, Q_{2} \in \mathbf{M}_{m}$. We have $V_{D} \subseteq V_{A}$ and $V_{D} \subseteq V_{B}$.
(ii) Let $D \in \boldsymbol{\Phi}_{m}$ be the $m \times m$ matrix consisting of the nonzero rows of the $2 m \times m$ matrix $U C$, where $U, C$ are as in Lemma 1. Then $V_{D}=V_{A} \cap V_{B}$. Indeed, $V_{C}=V_{A} \cap V_{B}$ and $V_{C}=V_{U C}$ since $U$ is unimodular; observe that $V_{U C} \subset \Lambda^{m}$ and $V_{U C}=V_{D}$. In addition, $\left.D\right|_{r} A,\left.D\right|_{r} B$, i.e., there exist $Q_{1}, Q_{2} \in \mathbf{M}_{m}$ such that $A=Q_{1} D, B=Q_{2} D$. Indeed, we have $C=U^{-1}(U C)$. Remove from $U^{-1}$ the columns having indices corresponding to zero rows of $U C$, i.e., the last $m$ columns. Denote the resulting $2 m \times m$ matrix by $\tilde{U}$. Then

$$
\begin{equation*}
C=\tilde{U} D . \tag{3}
\end{equation*}
$$

We can represent $\tilde{U}$ in the block form:

$$
\begin{equation*}
\tilde{U}=\binom{Q_{1}}{Q_{2}}, \tag{4}
\end{equation*}
$$

$Q_{1}, Q_{2} \in \mathbf{M}_{m}$. Then (3) gives us $A=Q_{1} D, B=Q_{2} D$. By Lemma 2, $D \in \boldsymbol{\Phi}_{m}$.
(iii) Let $D \in \boldsymbol{\Phi}_{m}$ be constructed as in (ii). As $A=Q D$ for some $Q \in \boldsymbol{\Phi}_{m}$, it follows from (1) that $\operatorname{dim} V_{Q}=\operatorname{dim} V_{A}-\operatorname{dim} V_{D}=0$, hence $Q \in \mathbf{\Upsilon}_{m}$ by (2) and $D=T A$ with $T=Q^{-1} \in \mathbf{\Upsilon}_{m}$.

Lemma 4. Let $A \in \boldsymbol{\Phi}_{m}, B \in \mathbf{M}_{m}$. Then $\left.A\right|_{r} B \Leftrightarrow V_{A} \subseteq V_{B}$.
Proof. $(\Rightarrow) B=Q A$ for some $Q \in \Phi_{m}$, so each solution of $A$ is a solution of $B$.
$(\Leftarrow)$ Let $D$ be a common right divisor of $A$ and $B$ such that $V_{D}=V_{A} \cap V_{B}$ (Lemma 3(ii)). Then $V_{D}=V_{A}$ and by Lemma 3(iii) we get $D=T A$ with $T \in \mathbf{\Upsilon}_{m}$, and $\left.(T A)\right|_{r} B$, i.e., $(Q T) A=B$ with $Q T \in \mathbf{M}_{m}$. So, $\left.A\right|_{r} B$.

Proposition 2. Let $A \in \mathbf{\Phi}_{m}, B \in \mathbf{M}_{m}$. Then there exists a common right divisor $D$ of $A, B$ such that any other common right divisor of $A, B$ is a right divisor of $D$. Such a common right divisor $D$ is defined uniquely up to a left factor from $\mathbf{Y}_{m}$.

Proof. Let $D$ be as in Lemma 3(ii). Let $\tilde{D}$ be another right common divisor of $A, B$. By Lemma 2, $\tilde{D} \in \boldsymbol{\Phi}_{m}$. By Lemmas 3(i), 4, we have $\left.\tilde{D}\right|_{r} D$.

Now, let $D$ and $\tilde{D}$ be such that $V_{D}=V_{\tilde{D}}=V_{A} \cap V_{B}$. By Lemma $4(\Leftarrow),\left.D\right|_{r} \tilde{D}$ and $\left.\tilde{D}\right|_{r} D$, i.e., $\tilde{D}=Q D$ and $D=\tilde{Q} \tilde{D}$ for some $Q, \tilde{Q} \in \Phi_{m}$. By $\operatorname{dim} V_{D}=\operatorname{dim} V_{\tilde{D}}$ and (1) we get $\operatorname{dim} V_{Q}=\operatorname{dim} V_{\tilde{Q}}=0$. By (2), $Q, \tilde{Q} \in \mathbf{r}_{m}$.

Definition 2. The greatest common right divisor of $A, B \in \Phi_{m}$, denoted by $\operatorname{gcrd}(A, B)$, is a right divisor $D$ of $A, B$ such that any other common right divisor of $A, B$ is a right divisor of $D$.

By Proposition 2 for any $A, B \in \Phi_{m}$ the greatest common right divisor $\operatorname{gcrd}(A, B)$ is defined uniquely up to a left factor from $\mathbf{Y}_{m}$. Thus, $\operatorname{gcrd}(A, B)$ is actually a set of matrices. Instead of $D \in \operatorname{gcrd}(A, B)$, we will write $D=\operatorname{gcrd}(A, B)$ if $D$ belongs to this set.

From the proof of Lemma 3(ii) we have
Proposition 3. For any $A \in \mathbf{\Phi}_{m}, B \in \mathbf{M}_{m}$ we can construct algorithmically $D=\operatorname{gcrd}(A, B)$ belonging to $\Phi_{m}$ and $Q_{1} \in \Phi_{m}, Q_{2} \in \mathbf{M}_{m}$ such that $A=Q_{1} D, B=Q_{2} D$. For $V_{D}$, the equality $V_{D}=V_{A} \cap V_{B}$ holds.

Lemma 5. Let $A \in \boldsymbol{\Phi}_{m}, B \in \mathbf{M}_{m}$ and $D=\operatorname{gcrd}(A, B) \in \boldsymbol{\Phi}_{m}$. Then we can construct algorithmically $G, H \in \mathbf{M}_{m}$ such that $G A+H B=D$.

Proof. Let $U$, as in Lemma 1, be a $2 m \times m$ matrix such that

$$
U\binom{A}{B}=\binom{D}{0}
$$

Write

$$
U=\left(\begin{array}{ll}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{array}\right)
$$

where $U_{i j} \in \mathbf{M}_{m}$. Take $G=U_{11}$ and $H=U_{12}$.
Definition 3. Two operator matrices $A \in \mathbf{\Phi}_{m}, B \in \mathbf{M}_{m}$ are right coprime if $D=\operatorname{gcrd}(A, B) \in \mathbf{Y}_{m}$. In other words, $A$ and $B$ are right coprime if $V_{A} \cap V_{B}=\{0\}$.

Remark 2. If $A$ and $B$ are right coprime then $\operatorname{gcrd}(A, B)=I_{m}$, the identity matrix.
Proposition 4. Two operator matrices $A \in \mathbf{\Phi}_{m}, B \in \mathbf{M}_{m}$ are right coprime if and only if there exist $G, H \in \mathbf{M}_{m}$ such that $G A+H B=I_{m}$.

Proof. If $G A+H B=I_{m}$ then the only common solution of $A$ and $B$ is 0 .

## 4. DIVISIBILITY OF OPERATOR MATRICES

Let $A \in \mathbf{\Phi}_{m}, B \in \mathbf{M}_{m}$. Suppose that we want to test whether $\left.A\right|_{r} B$, and if this relation holds then to construct $Q \in \mathbf{M}_{m}$ such that $B=Q A$.

This can be done algorithmically:
(1) Let $D=\operatorname{gcrd}(A, B)$ and $A=Q_{1} D, B=Q_{2} D$ for $Q_{1} \in \boldsymbol{\Phi}_{m}, Q_{2} \in \mathbf{M}_{m}$ (Prop. 3). Note that $\left.A\right|_{r} B$ holds if and only if $Q_{1} \in \mathbf{r}_{m}$.
(2) Use algorithm $\mathbf{A}_{3}$ to test whether $Q_{1} \in \mathbf{Y}_{m}$. If the answer is negative then $\left.A\right|_{r} B$ does not hold;
(3) otherwise compute $Q_{1}^{-1}$ by algorithm $\mathbf{A}_{3}$. We get $B=Q A$ with $Q=Q_{2} Q_{1}^{-1} \in \mathbf{M}_{m}$.

Remark 3. This algorithm generalizes the algorithm from [1] for inverting matrices: $A \in \mathbf{M}_{m}$ is invertible (unimodular) if and only if $\left.A\right|_{r} I_{m}$ where $I_{m}$ is the identity matrix; the equality $I_{m}=Q A$ implies that $A^{-1}=Q$.

## 5. THE LEAST COMMON LEFT MULTIPLE

Definition 4. Let $A, B, M \in \boldsymbol{\Phi}_{m}$. Then
$-M$ is a left multiple of $A$ if $\left.A\right|_{r} M$,
$-M$ is a common left multiple of $A$ and $B$ if $\left.A\right|_{r} M,\left.B\right|_{r} M$.
Lemma 6. Let $A, B \in \boldsymbol{\Phi}_{m}$, then there exists a common left multiple $M$ of $A, B$.
Proof. Let $U, C$ be as in Lemma 1. The last $m$ rows of the matrix $U$ form a $m \times 2 m$ matrix $P$ such that $P C=0$. Let $P=\left(P_{1} P_{2}\right)$, where $P_{1}, P_{2}$ are $m \times m$ matrices. Now

$$
\begin{equation*}
P_{1} A+P_{2} B=0 . \tag{5}
\end{equation*}
$$

Suppose that $P_{1}$ is not of full rank. Then there exists $W \in \mathbf{r}_{m}$ such that the first row of $W P_{1}$ is zero. In this case the first row of $W P_{2} B$ is also zero, and since $B$ is of full rank, the first row of $W P_{2}$ is zero. Hence the first row of $W P$ is zero, which implies that the rows of $P$ are linearly dependent, but this does not hold since the rows of $U$ are linearly independent. So, $P_{1} \in \boldsymbol{\Phi}_{m}$, and similarly $P_{2} \in \boldsymbol{\Phi}_{m}$. Thus $P_{1} A$ (as well as $P_{2} B$ ) is a common left multiple of $A$ and $B$.

Proposition 5. Let $A, B \in \boldsymbol{\Phi}_{m}$, then there exists a common left multiple $M$ of $A, B$ such that any other common left multiple of $A, B$ is a left multiple of $M$. Such a common left multiple $M$ is defined uniquely up to a left factor from $\mathbf{X}_{m}$.

Proof. By Lemma 6, the set of common left multiples is not empty. Let $M$ be a common left multiple of $A, B$ with the minimal dimension, and let $\tilde{M}$ be an arbitrary common left multiple of $A, B$. Then $D=\operatorname{gcrd}(M, \tilde{M})$ is also a common left multiple of $A, B, \operatorname{dim} V_{D}=\operatorname{dim} V_{M}$, and $V_{D} \subseteq V_{M}$, hence (as these are finite-dimensional spaces) $V_{D}=V_{M}$. But $V_{D} \subseteq V_{\tilde{M}}$ as well, so $V_{M} \subseteq V_{\tilde{M}}$. By Lemma 4, $\left.M\right|_{r} \tilde{M}$.

Definition 5. The least common left multiple of $A, B \in \boldsymbol{\Phi}_{m}$, denoted by $\operatorname{lclm}(A, B)$, is a left multiple $M$ of $A, B$ such that any other common left multiple of $A, B$ is a left multiple of $M$.

By Proposition 5, for any $A, B \in \boldsymbol{\Phi}_{m}$ their least common left multiple is defined uniquely up to a left factor from $\mathbf{r}_{m}$. Thus, $\operatorname{lc} \operatorname{lm}(A, B)$ is actually a set of matrices. Instead of $M \in \operatorname{lclm}(A, B)$, we write $M=\operatorname{lclm}(A, B)$ if $M$ belongs to this set.

Proposition 6 ([5, Section 9.3]). Let $A, B \in \boldsymbol{\Phi}_{m}$, then the common left multiple of $A, B$ described in the proof of Lemma 6 is $\operatorname{lclm}(A, B)$.

Thus, for any $A, B \in \boldsymbol{\Phi}_{m}$ the operator $L=\operatorname{lclm}(A, B) \in \boldsymbol{\Phi}_{m}$ can be constructed algorithmically, as well as $P_{1}, P_{2} \in \boldsymbol{\Phi}_{m}$ such that $P_{1} A=P_{2} B=L$.

Proposition 7. Let $A, B, L \in \Phi_{m}$ such that $V_{L}=V_{A}+V_{B}$. Then $L=1 \operatorname{clm}(A, B)$.
Proof. We see that $V_{A}, V_{B} \subseteq V_{L}$. By Lemma 4, $L$ is a left common multiple of $A, B$. Let $M \in \boldsymbol{\Phi}_{m}$ be another left common multiple of $A$ and $B$. Then $V_{M} \supseteq V_{A}+V_{B}=V_{L}$. This implies that $\left.L\right|_{r} M$. Thus $L=\operatorname{lclm}(A, B)$.

The converse, i.e., $L=\operatorname{lclm}(A, B) \Rightarrow V_{L}=V_{A}+V_{B}$ will be proved later: see Theorem 1.

Example 1. Consider the three operator matrices belonging to $\mathbb{C}(x)[\partial]^{2 \times 2}$ with $\partial=\frac{d}{d x}$.

$$
A=\left(\begin{array}{cc}
\partial & 0 \\
-x & 1
\end{array}\right), \quad B=\left(\begin{array}{cc}
\partial-\frac{1}{x} & 0 \\
-x & 1
\end{array}\right), \quad \text { and } \quad L=\left(\begin{array}{cc}
\partial^{2} & 0 \\
-x & 1
\end{array}\right)
$$

One can directly check that $V_{A}$ is generated by $(1, x)^{\mathrm{T}}, V_{B}$ is generated by $\left(x, x^{2}\right)^{\mathrm{T}}$ and $V_{L}=V_{A}+V_{B}$. Thus $L=\operatorname{lclm}(A, B)$ by Proposition 7; we have

$$
L=\left(\begin{array}{ll}
\partial & 0 \\
0 & 1
\end{array}\right) A=\left(\begin{array}{cc}
\partial+\frac{1}{x} & 0 \\
0 & \\
0 & 1
\end{array}\right) B .
$$

## 6. A MATRIX HAVING A GIVEN SPACE OF SOLUTIONS

Let $(K, \partial)$ be as before a differential field, and denote by $\mathscr{b}$ its constant field. Let $n$ be a positive integer and $f_{1}, \ldots, f_{n}$ be $n$ elements in $K$. We denote by $\operatorname{Wr}\left(f_{1}, \ldots, f_{n}\right)$ their Wronskian, that is the determinant of the Wronskian matrix

$$
\left(\begin{array}{cccc}
f_{1} & f_{2} & \ldots & f_{n} \\
\partial\left(f_{1}\right) & \partial\left(f_{2}\right) & \ldots & \partial\left(f_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\partial^{n-1}\left(f_{1}\right) & \partial^{n-1}\left(f_{2}\right) & \ldots & \partial^{n-1}\left(f_{n}\right)
\end{array}\right)
$$

Recall that $f_{1}, \ldots, f_{n}$ are linearly dependent over $\mathscr{C}$ if and only if $\operatorname{Wr}\left(f_{1}, \ldots, f_{n}\right)=0$ (for a proof, see [14, p. 9, Lemma 1.12]). We also recall that given $n$ elements $f_{1}, \ldots, f_{n} \in K$ that are linearly independent over $\mathscr{C}$, there exists an operator $N \in K[\partial]$ of order $n$ such that the space $V_{N}$ of solutions of $N$ is generated over $\mathscr{C}$ by the family $f_{1}, \ldots, f_{n}$. Such an operator $N$ can be obtained as

$$
N=\left|\begin{array}{ccccc}
f_{1} & f_{2} & \ldots & f_{n} & \partial^{0} \\
\partial\left(f_{1}\right) & \partial\left(f_{2}\right) & \ldots & \partial\left(f_{n}\right) & \partial^{1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\partial^{n}\left(f_{1}\right) & \partial^{n}\left(f_{2}\right) & \ldots & \partial^{n}\left(f_{n}\right) & \partial^{n}
\end{array}\right|
$$

We are going to extend this result to the case where $f_{1}, \ldots, f_{n}$ are column vectors in $K^{m}$ where $m$ is an arbitrary positive integer.

For $f_{1}, \ldots, f_{n} \in K^{m}$, we will denote by $\left\langle f_{1}, \ldots, f_{n}\right\rangle$ the $\mathscr{C}$-vector space generated by $f_{1}, \ldots, f_{n}$. If $F \in K^{m \times n}$ then we will write $\langle F\rangle$ for the $\mathscr{C}$-vector space generated by the columns of $F$.

Lemma 7. Let $r$ be a positive integer and $u_{1}, \ldots, u_{r}$ be $\mathscr{C}$-linearly independent elements of $K$. Then for all $v_{1}, \ldots, v_{r}$ in $K$ there exists an operator $\ell \in K[\partial]$ of order at most $r-1$ such that $\ell\left(u_{j}\right)=v_{j}$ for $j=1, \ldots, r$.

Proof. Let $W=W r\left(u_{1}, \ldots, u_{r}\right)$. The matrix $W$ is invertible, since $u_{1}, \ldots, u_{r}$ are $\mathscr{C}$-linearly independent. We search for $\ell=\sum_{i=0}^{r-1} a_{i} \partial^{i}$ where the $a_{i}$ are elements of $K$ to be determined so that $\ell\left(u_{j}\right)=v_{j}$ for $j=1, \ldots, r$. This yields the system of linear algebraic equations

$$
W^{T}\left(\begin{array}{c}
a_{0} \\
\vdots \\
a_{r-1}
\end{array}\right)=\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{r}
\end{array}\right)
$$

Proposition 8. Let $m$ and $n$ be positive integers, and let $f_{1}, \ldots, f_{n}$ be $\mathscr{C}$-linearly independent column vectors belonging to $K^{m}$. Then there exists $N \in \boldsymbol{\Phi}_{m}$ of order at most $n$, such that $V_{N}=\left\langle f_{1}, \ldots, f_{n}\right\rangle$.

Proof. We will proceed by induction on $m$. The result is true for $m=1$. Let $m \geq 2$ and suppose that the result is true for any family of vectors belonging to $K^{m-1}$. Consider $f_{1}, \ldots, f_{n} \in K^{m}$ and denote by $F=\left(f_{i j}\right)$
the $m \times n$ matrix whose columns are $f_{1}, \ldots, f_{n}$. Let $r=\operatorname{dim}\left\langle f_{11}, f_{12}, \ldots, f_{1 n}\right\rangle$. We have $0 \leq r \leq n(r=0$ means the first row of $F$ is zero). Without loss of generality we can assume that $f_{1, j}=0$ for $j>r$. We denote by $\tilde{F}$ the submatrix of $F$, obtained by deleting the first row and the $r$ first columns of $F$. We then can apply the induction hypothesis to the $n-r$ columns of $\tilde{F}$ : there exists $\tilde{N} \in \boldsymbol{\Phi}_{m-1}$ of order at most $n-r, V_{\tilde{N}}=\langle\tilde{F}\rangle$. Put $M=\operatorname{diag}(1, \tilde{N}) \in \boldsymbol{\Phi}_{m}$. It is clear that ord $M \leq n-r$ and $V_{M}=\left\langle f_{r+1}, \ldots, f_{n}\right\rangle$. If $r=0$ then we are done because we can take $N=M$.

Suppose that $r \geq 1$ and let $\ell_{11} \in K[\partial]$ denote the monic scalar operator of order $r$ whose solution space is generated by the family $\left\{f_{11}, \ldots, f_{1 r}\right\}$. By Lemma 7 , we know that for each $i=2, \ldots, m$ there exists a scalar differential operator $\ell_{i 1} \in K[\partial]$ of order at most $r-1$ such that $\ell_{i 1}\left(f_{1 j}\right)=f_{i j}$ for $j=1, \ldots, r$. Let $R$ be the following full rank $m \times m$ matrix

$$
R=\left(\begin{array}{ccccc}
\ell_{11} & 0 & 0 & \ldots & 0 \\
-\ell_{21} & 1 & 0 & \ldots & 0 \\
-\ell_{31} & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\ell_{m 1} & 0 & 0 & \ldots & 1
\end{array}\right) .
$$

One can check that $V_{R}=\left\langle f_{1}, \ldots, f_{r}\right\rangle$. Now we claim that $N:=M R$ has the requested properties, namely $N$ is of full rank, ord $N \leq n$ and $V_{N}=\left\langle f_{1}, \ldots, f_{n}\right\rangle$. Indeed, one can check easily that $f_{1}, \ldots, f_{n}$ belong to $V_{N}$. This is clear for $f_{1}, \ldots, f_{r}$ as they are solutions of $R$. As for $f_{r+1}, \ldots, f_{n}$, we note that they are fixed by $R$, i.e., $R\left(f_{j}\right)=f_{j}$ for $j=r+1, \ldots, f_{n}$ (since they have their first component equal to zero), hence $N\left(f_{j}\right)=M R\left(f_{j}\right)=M\left(f_{j}\right)=0$. We conclude by noting that $\operatorname{dim} V_{N}=\operatorname{dim} V_{M}+\operatorname{dim} V_{R}=n$.

Note that a similar result, whose proof uses the notion of Dieudonné determinant, can be found in [7, Lemma 1.41]. However, our proof of Proposition 8 is completely different, more elementary and constructive.

Remark 4. The operator matrix $N=\left(\ell_{i j}\right)$ constructed in the above proof is a lower triangular matrix belonging to $\boldsymbol{\Phi}_{m}$ of order at most $n$ such that $\sum_{i=1}^{m} \operatorname{ord}\left(\ell_{i i}\right)=n$ and its off-diagonal entries are of order at most $n-1$. This can be proven by a double induction on $m$ and $n$. Indeed, it suffices to observe that $N$ can be partitioned into four blocs

$$
N=M R=\left(\begin{array}{cc}
1 & 0 \\
0 & \tilde{N}
\end{array}\right)\left(\begin{array}{cc}
\ell_{11} & 0 \\
-\tilde{\ell} & 1
\end{array}\right)\left(\begin{array}{cc}
\ell_{11} & 0 \\
-\tilde{N} \tilde{\ell} & \tilde{N}
\end{array}\right),
$$

where $\tilde{\ell}=\left(\ell_{21}, \ldots, \ell_{m 1}\right)^{\mathrm{T}}$ and $V_{\tilde{N}}=\left\langle f_{r+1}, \ldots, f_{n}\right\rangle$.
By construction, we have ord $\ell_{11}=r$, ord $\tilde{\ell} \leq r-1$ and by induction $\tilde{N}$ is a lower triangular operator matrix of order at most $n-r$ whose off-diagonal elements are of order at most $n-r-1$ and the sum of the orders of its diagonal entries is $n-r$. We conclude by remarking that ord $\tilde{N} \tilde{\ell} \leq n-r+r-1=n-1$.

Example 2. Consider the differential field $K=\mathbb{Q}(x)$ equipped with the derivation $\partial=\frac{d}{d x}$.
(1) Let us apply the method described in the above proof to the family $\left\{f_{1}, f_{2}\right\}$ where $f_{1}=(1, x)^{\mathrm{T}}$ and $f_{2}=\left(x, x^{2}\right)^{\mathrm{T}}$. The first components of $f_{1}, f_{2}$ are linearly independent over $\mathscr{C}$, since $f_{11}=1, f_{12}=x$. Thus, we take $\ell_{11}:=1 \operatorname{clm}(\partial, \partial-1 / x)=\partial^{2}$; then we look for $\ell_{21}$ of order 0 such that $\ell_{21}(1)=x$ and $\ell_{21}(x)=x^{2}$ and get $\ell_{21}=x$. Hence, we obtain

$$
R=\left(\begin{array}{rr}
\ell_{11} & 0 \\
-\ell_{21} & 1
\end{array}\right)=\left(\begin{array}{cc}
\partial^{2} & 0 \\
-x & 1
\end{array}\right), \quad V_{R}=\left\langle f_{1}, f_{2}\right\rangle
$$

(2) Consider a third column vector $f_{3}=\left(0, x^{3}\right)^{\mathrm{T}}$ and apply our method to the family $\left\{f_{1}, f_{2}, f_{3}\right\}$. The matrix $F$ is given by

$$
F=\left(\begin{array}{ccc}
1 & x & 0 \\
x & x^{2} & x^{3}
\end{array}\right)
$$

Here $r=2$ and $\tilde{F}=\left(x^{3}\right)$. Thus, $\tilde{N}=(\partial-3 / x)$ and $R$ is as in item 1. Hence

$$
N=\operatorname{diag}(1, \tilde{N}) R=\left(\begin{array}{cc}
1 & 0 \\
0 & \partial-3 / x
\end{array}\right)\left(\begin{array}{cc}
\partial^{2} & 0 \\
-x & 1
\end{array}\right)=\left(\begin{array}{cc}
\partial^{2} & 0 \\
-x \partial+2 & \partial-3 / x
\end{array}\right)
$$

## Example 3.

(1) Now, instead of the three previous vectors, consider the columns of the matrix

$$
G=P F=\left(\begin{array}{ccc}
x & x^{2} & x^{3} \\
1 & x & 0
\end{array}\right)
$$

where $P$ is the following permutation matrix

$$
P=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

For $G$, we have $r=\operatorname{dim}\left\langle x, x^{2}, x^{3}\right\rangle=3$ so we take

$$
\ell_{11}:=\operatorname{lclm}\left(\partial-\frac{1}{x}, \partial-\frac{2}{x}, \partial-\frac{3}{x}\right)=\partial^{3}-3 x^{-1} \partial^{2}+6 x^{-2} \partial-6 x^{-3}
$$

Now we should find $\ell_{21}=a_{0}+a_{1} \partial+a_{2} \partial^{2}$ such that $\ell_{21}(x)=1, \ell_{21}\left(x^{2}\right)=x$ and $\ell_{21}\left(x^{3}\right)=0$. For this we have to solve the following linear system

$$
\left(\begin{array}{ccc}
x & 1 & 0 \\
x^{2} & 2 x & 2 \\
x^{3} & 3 x^{2} & 6 x
\end{array}\right)\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2}
\end{array}\right)=\left(\begin{array}{l}
1 \\
x \\
0
\end{array}\right)
$$

We find $a_{0}=0, a_{1}=1, a_{2}=-x / 2$. Hence $\ell_{21}=-\frac{x}{2} \partial^{2}+\partial$. This yields the matrix operator

$$
R=\left(\begin{array}{cc}
\ell_{11} & 0 \\
-\ell_{21} & 1
\end{array}\right)=\left(\begin{array}{cc}
\partial^{3}-\frac{3}{x} \partial^{2}+\frac{6}{x^{2}} \partial-\frac{6}{x^{3}} & 0 \\
\frac{x}{2} \partial^{2}-\partial & 1
\end{array}\right)
$$

which satisfies $V_{R}=\left\langle g_{1}, g_{2}, g_{3}\right\rangle$. It follows that the operator

$$
N^{\prime}=P R P=\left(\begin{array}{cc}
1 & \frac{x}{2} \partial^{2}-\partial \\
0 & \partial^{3}-\frac{3}{x} \partial^{2}+\frac{6}{x^{2}} \partial-\frac{6}{x^{3}}
\end{array}\right)
$$

satisfies $V_{N^{\prime}}=\left\langle f_{1}, f_{2}, f_{3}\right\rangle$.
(2) Since $V_{N}=V_{N^{\prime}}$, we should have $N^{\prime}=T N$ for some $T \in \mathbf{Y}_{2}$. This is indeed the case, with

$$
T=\left(\begin{array}{cc}
\frac{x^{2}}{2} & \frac{1}{2}(x \partial+1) \\
x \partial & \partial^{2}
\end{array}\right)
$$

## 7. THE SOLUTION SPACE OF $\operatorname{lclm}(A, B)$

Theorem 1. Let $A, B, L \in \Phi_{m}$. Then $V_{L}=V_{A}+V_{B}$ if and only if $L=\operatorname{lc} \operatorname{lm}(A, B)$.

Proof. The "only if" condition was proved in Proposition 7. Now suppose that $L=\operatorname{lc\operatorname {lm}(A,B)\text {andlet}}$ $f_{1}, \ldots, f_{n} \subset \Lambda^{m}$ be a basis for $V_{A}+V_{B}$. By Proposition 8, there exists an operator matrix $N \in \boldsymbol{\Phi}_{m}(\Lambda)$ such that $V_{N}=V_{A}+V_{B}$. By Lemma 4, the matrix $N$ is a common left multiple of $A$ and $B$ if one considers them as matrices over $\Lambda$. Thus $\left.L\right|_{,} N$ and $V_{L} \subseteq V_{A}+V_{B}$. Taking into account that $V_{A}, V_{B} \subseteq V_{L}$ we obtain $V_{L}=V_{A}+V_{B}$.

Corollary 1. $\operatorname{dim} V_{\operatorname{lclm}(A, B)}=\operatorname{dim} V_{A}+\operatorname{dim} V_{B}-\operatorname{dim} V_{\operatorname{gcrd}(A, B)}$.
Example 4. Consider the two operators

$$
A=\left(\begin{array}{cc}
\partial^{2} & 0 \\
-x & 1
\end{array}\right), \quad B=\left(\begin{array}{cc}
\partial-1 / x & 0 \\
-x \partial+2 \partial-3 / x
\end{array}\right) .
$$

One has

$$
V_{A}=\left\langle(1, x)^{\mathrm{T}},\left(x, x^{2}\right)^{\mathrm{T}}\right\rangle, \quad V_{B}=\left\langle\left(x, x^{2}\right)^{\mathrm{T}},\left(0, x^{3}\right)^{\mathrm{T}}\right\rangle, \quad V_{A} \cap V_{B}=\left\langle\left(x, x^{2}\right)^{\mathrm{T}}\right\rangle .
$$

Let $L=\operatorname{lclm}(A, B)$ and $D=\operatorname{gcrd}(A, B)$. Then

$$
V_{L}=\left\langle(1, x)^{\mathrm{T}},\left(x, x^{2}\right)^{\mathrm{T}},\left(0, x^{3}\right)^{\mathrm{T}}\right\rangle, \quad V_{D}=\left\langle\left(x, x^{2}\right)^{\mathrm{T}}\right\rangle .
$$

The operators $L$ and $D$ can be constructed using the method in Section 6:

$$
L=\left(\begin{array}{cc}
\partial^{2} & 0 \\
-x \partial+2 & \partial-3 / x
\end{array}\right), \quad D=\left(\begin{array}{cc}
\partial-\frac{1}{x} & 0 \\
-x & 1
\end{array}\right) .
$$

Remark 5. If instead of considering solutions in $\Lambda^{m}$ we consider only the solutions in $F^{m}$ where $F$ is a field such that $K \subset F \subset \Lambda$ then the statement of Theorem 1 is not in general correct (compare with Remark 1). Indeed, the solution space of $L=\operatorname{lc} \operatorname{lm}(A, B)$ in $F^{m}$ can be larger than the sum of the solution spaces of $A$ and $B$ over $F$ as illustrated by the following example.

Example 5. Consider the field $K=\overline{\mathbb{Q}}(x)$ equipped with the derivation $\partial=x \frac{d}{d x}$. Let $f \in \overline{\mathbb{Q}}(x)$ be a nonconstant rational function and consider the following operators in $K[\partial]$ :

$$
A=\partial^{2}, \quad B=(1+\partial(f)) \partial^{2}-\partial^{2}(f) \partial .
$$

One has

$$
L=\operatorname{lc} \operatorname{lm}(A, B)=\partial^{2}(f) \partial^{3}-\partial^{3}(f) \partial^{2} .
$$

The solution spaces having components in $\Lambda$ are, respectively,

$$
V_{A}=\langle 1, \log x\rangle, \quad V_{B}=\langle 1, \log x+f(x)\rangle, \quad V_{L}=\langle 1, f(x), \log x\rangle
$$

while the solution spaces having components in $K$ are, respectively,

$$
\operatorname{Sol}_{K}(A)=\langle 1\rangle, \quad \operatorname{Sol}_{K}(B)=\langle 1\rangle, \quad \operatorname{Sol}_{K}(L)=\langle 1, f(x)\rangle .
$$

## 8. RIGHT AND LEFT DIVISIONS

In previous sections, we discussed right division: $A$ is the right factor in the product $Q A$. Left division $B=A Q$ may also be of interest. The algorithms described above can be used for left division if we consider adjoint matrices. For a scalar operator $L=a_{k} \partial^{k}+\ldots+a_{1} \partial+a_{0} \in K[\partial]$ its adjoint operator has the form $L^{*}=\left(\partial^{*}\right)^{k} a_{k}+\ldots+\partial^{*} a_{1}+a_{0}$ with $\partial^{*}=-\partial$. For an $m \times m$ matrix

$$
\left(\begin{array}{ccc}
L_{11} & \ldots & L_{1 m} \\
\vdots & \ddots & \vdots \\
L_{m 1} & \ldots & L_{m m}
\end{array}\right),
$$

its adjoint is the $m \times m$ matrix

$$
\left(\begin{array}{ccc}
L_{11}^{*} & \ldots & L_{m 1}^{*} \\
\vdots & \ddots & \vdots \\
L_{1 m}^{*} & \ldots & L_{m m}^{*}
\end{array}\right) .
$$

It is significant that $\left(M_{1} M_{2}\right)^{*}=M_{2}^{*} M_{1}^{*}$, and $M^{* *}=M$. Hence $B=A Q \Leftrightarrow B^{*}=Q^{*} A^{*}$. For example, we can apply the algorithm described in Section 4 to $A^{*}, B^{*}$. We can observe that $B$ is left divisible by $A$ if and only if $B^{*}$ is right divisible by $A^{*}$, and if $B^{*}=Q A^{*}$ then $B=A Q^{*}$.
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