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#### Abstract

We consider linear ordinary differential equations with power series in the role of coefficients. It is assumed that some or all of the series are truncated. A series of the form $\Sigma a_{i} x^{i}$ can also be given completely using an algorithm that computes $a_{i}$ from $i$. The equation may contain both types of coefficients - truncated and represented algorithmically. Algorithms and commands that implement them in Maple as the TruncatedSeries package are proposed, which make it possible to find Laurent, regular and exponential-logarithmic solutions. In cases where, due to the presence of truncated coefficients, the information about the equation is incomplete, commands of our package find the maximum possible number of terms of those series that are involved in the solutions. If all the coefficients of the given equation are algorithmically represented series then the commands allow finding any specified number of initial terms of the series involved in the solutions.
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## 1 Introduction

Power and Laurent series are important and convenient tools of representing linear ordinary differential equations with variable coefficients as well as of representing solutions to these equations. This is reflected in theoretical studies (see, e.g., $[17-23]$ ) and found numerous application in computer algebra (see, e.g., $[1-6,15,16,24])$.

Linear ordinary differential equations with coefficients in the form of truncated power series have been considered by us in [7-14]. Concerning the original differential equation we have incomplete information in this case: for a power series, only a finite number of initial terms are known. We are interested in the

[^0]information on the solutions of the equation given in this form that is invariant under all possible prolongations of all the truncated series that represent the coefficients of the equation (the prolongation is a series whose initial terms coincide with the known initial terms of the original truncated series). First, we have investigated what can be learned about the solutions in the field of Laurent formal series (we call them Laurent solutions) (see [7, 8]). Then a similar question has been discussed for regular solutions in [10]. In both cases, the proposed algorithms construct the maximum possible number of invariant initial terms of the series involved in the solutions.

The approach that we use in the algorithms for computing Laurent and regular solutions, has allowed us, in combination with the well-known algorithm of Newton polygons, to construct formal exponential-logarithmic solutions of linear ordinary differential equations having coefficients in the form of truncated power series (see $[12,13]$ ). The series which appear in the solutions have also only a finite number of known initial terms.

Linear ordinary differential equations with the coefficients that are either algorithmically represented power series, or truncated power series have been considered as well in [11]. For such a mixed case, the problem of the construction of the maximum possible number of terms of the involved in the solutions series is algorithmically undecidable (for some such equations, the information is sufficient for computing any number of terms of the series). This undecidability is, so to speak, not too burdensome. If we are interested in all solutions with a truncation degree not exceeding a given integer $d$ then the proposed algorithm allows to construct all of them.

All the developed algorithms are implemented by us as the TruncatedSeries package in Maple. Some examples of the use of the package procedures have been already presented in the preceding works [7-14], the corresponding algorithms being presented and justified there as well. In this work, we outline the current state of the package and present more examples to demonstrate its up to date key capabilities. We do not repeat the descriptions and justifications of the implemented algorithms. In the future we plan to extend the package possibilities, in particularly, to the case of the systems of linear ordinary differential equations having truncated series coefficients.

The Maple library with the TruncatedSeries package and Maple worksheets with examples of using its commands are available from
http://www.ccas.ru/ca/truncatedseries.

## 2 Short Specification of the Package

The TruncatedSeries package provides three commands LaurentSolution, RegularSolution and FormalSolution:
> with(TruncatedSeries);
[FormalSolution, LaurentSolution, RegularSolution]
Calling sequence of these three commands:

```
LaurentSolution(ode, var, opts),
RegularSolution(ode, var, opts),
FormalSolution(ode, var, opts)
```

with parameters
ode - a homogeneous linear ordinary differential equation;
var - a dependent variable, for example $y(x)$;
opts - a sequence of optional arguments of the form keyword=value.
The equation ode for $y(x)$ may be given in the diff-form:

$$
a_{r}(x) \frac{\mathrm{d}^{r}}{\mathrm{~d} x^{r}} y(x)+\cdots+a_{1}(x) \frac{\mathrm{d}}{\mathrm{~d} x} y(x)+a_{0}(x) y(x)=0
$$

or in the theta-form:

$$
a_{r}(x) \theta^{r} y(x)+\cdots+a_{1}(x) \theta y(x)+a_{0}(x) y(x)=0 .
$$

where $r$ is a positive integer and $\theta y(x)=x \frac{\mathrm{~d}}{\mathrm{~d} x} y(x)$. The derivative $\theta^{k} y(x)$ is specified as theta $(\mathrm{y}(\mathrm{x}), \mathrm{x}, \mathrm{k})$ for $k \geq 1$. The derivative $\frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}} y(x)$ is specified using the ordinary Maple diff command.

Coefficients $a_{r}(x), \ldots, a_{1}(x), a_{0}(x)$ of the equation may be of two types. The first type is an algorithmically represented power series in one of the following forms:

- A polynomial in $x$ over the algebraic number field.
- A finite power sum $\sum_{k=k_{0}}^{N} f(k) x^{k}$ with a summation index $k$, a non-negative integer low limit of summation $k_{0}$ and a non-negative integer upper limit of summation $N \geq k_{0}$. It has to be specified by means of the Maple inert Sum command. The coefficient $f(k)$ of $x^{k}$ may be given by an arbitrary expression of the index $k$ which gives an algebraic number for all $k \geq k_{0}$.
- An infinite power sum $\sum_{k=k_{0}}^{\infty} f(k) x^{k}$ with $k_{0}, f(k)$ as described above.
- A sum of a polynomial and power sums described above.

The other type of coefficients is a truncated power series in one of the following forms:
$-O\left(x^{t+1}\right)$, where $t$ is an integer, $t \geq-1$.
$-a(x)+O\left(x^{t+1}\right)$, where $a(x)$ is a polynomial in $x$ over the algebraic number field and $t$ is an integer greater than or equal to the degree of $a(x)$.

The integer $t$ is called the truncation degree. In the presented package, all algebraic numbers have to be represented as RootOf (expr, $x$, 'index'=i) where expr is an irreducible polynomial in $x$ with rational number coefficients.

The following optional arguments can be used:

- 'top' $=\mathrm{d}$, where d is an integer;
- 'threshold'='h', where $h$ is a name of a variable.

Below we present the use of the commands with optional arguments 'top' and 'threshold'.

## 3 LaurentSolution

For an equation whose all coefficients are algorithmically represented power series, the LaurentSolution command determines a finite set of all integers $i_{0}$ such that the equation has Laurent series solutions with the valuation $i_{0}$, i.e. the equation has solutions in the form $\sum_{i=i_{0}}^{\infty} v(i) x^{i}$ where $v\left(i_{0}\right) \neq 0$.

If the option 'top' $=\mathrm{d}$ is given, the LaurentSolution command computes the initial terms of Laurent series solutions to the degree d or greater for each valuation $i_{0}$. The LaurentSolution command returns a list $\left[s_{1}, s_{2}, \ldots\right]$ of truncated Laurent series solutions for all found valuations. The elements of the list involve parameters of the form $\__{1}, c_{2}, \ldots$ For each element $s_{j}$ these parameters can take any such values that the valuation of $s_{j}$ does not change.

Below is an equations whose all coefficients are algorithmically represented power series:

```
> f := proc(i)
            if i::'integer' then 0 else 'procname'(i) end if;
    end proc:
    Ex1 := x^9*diff(y(x), x$5)+
        (x^7+Sum(k^2*x^k/2, k = 9 .. infinity))*diff(y(x), x$4)+
        (2*x^5+x^2)*diff(y(x), x$2)+
        (2*x^10+x^4+3*x)*diff(y(x), x)+
        Sum(f(k)*x^k, k = 0 .. infinity)*y(x) = 0;
    Ex1 := x 9}(\frac{\mp@subsup{\textrm{d}}{}{5}}{\textrm{d}\mp@subsup{x}{}{5}}y(x))+(\mp@subsup{x}{}{7}+(\mp@subsup{\sum}{k=9}{\infty}\frac{\mp@subsup{k}{}{2}\mp@subsup{x}{}{k}}{2}))(\frac{\mp@subsup{\textrm{d}}{}{4}}{\textrm{d}\mp@subsup{x}{}{4}}y(x))
    (2\mp@subsup{x}{}{5}+\mp@subsup{x}{}{2})(\frac{\mp@subsup{\textrm{d}}{}{2}}{\textrm{d}\mp@subsup{x}{}{2}}y(x))+(2\mp@subsup{x}{}{10}+\mp@subsup{x}{}{4}+3x)(\frac{\textrm{d}}{\textrm{d}x}y(x))+
        ( }\mp@subsup{\sum}{k=0}{\infty}f(k)\mp@subsup{x}{}{k})y(x)=
```

This equation has polynomial coefficients $x^{9}, 2 x^{5}+x^{2}$. The coefficient for the third derivative is zero. There are also two infinite sums: one with the explicitly defined coefficients $\frac{k^{2}}{2}$ and the other with the coefficients defined by the Mapleprocedure $f$.

For the equation Ex1 we obtain the list of two elements of solutions with the truncation degree 3 which is set by the option 'top':
> LaurentSolution(Ex1, $y(x)$, 'top' = 3);

$$
\left[\frac{{ }_{-} c_{1}}{x^{2}}+{ }_{\_} c_{2}-\frac{130 x_{-} c_{1}}{3}+90{ }_{-} c_{1} x^{2}-324 x^{3}{ }_{-} c_{1}+O\left(x^{4}\right),{ }_{-} c_{2}+O\left(x^{4}\right)\right]
$$

The truncation degree of the result may be d1 which is greater than $d$ if it is needed to compute initial terms up to the degree d 1 to determine if Laurent solutions with valuation $i_{0}$ exist. Below we obtain the list of two elements of Laurent solutions with the truncation degree 0 . This is needed to determine if there are Laurent solutions with the valuation -2 and with the valuation 0 :
> LaurentSolution(Ex1, $y(x)$, 'top' = -1);

$$
\left[\frac{-c_{1}}{x^{2}}+{ }_{-} c_{2}+O(x),{ }_{-} c_{2}+O(x)\right]
$$

The same result will be obtained if the option 'top' $=\mathrm{d}$ is not given:
> LaurentSolution(Ex1, y(x));

$$
\left[\frac{-c_{1}}{x^{2}}+{ }_{-} c_{2}+O(x),{ }_{-} c_{2}+O(x)\right]
$$

For an equation whose all coefficients are truncated series, the LaurentSolution command investigates what can be learned from the equation about its Laurent solutions. The command constructs the maximum possible number of initial terms of solutions which are defined uniquely by known terms of coefficients of the given equation. The maximum truncation degree may be different in the solutions with different valuations, that is why the LaurentSolution command forms the solution for each valuation separately. The greatest truncation degree of Laurent solutions is called the threshold of the given equation.

For example, the equation whose all coefficients are truncated power series with various truncation degrees:

$$
\begin{aligned}
>\operatorname{Ex} 2:= & 0\left(\mathrm{x}^{\wedge} 9\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x} \$ 5)+ \\
& \left(\mathrm{x}^{\wedge} 7+81 / 2 * \mathrm{x}^{\wedge} 9+50 * \mathrm{x}^{\wedge} 10+0\left(\mathrm{x}^{\wedge} 11\right)\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x} \$ 4)+ \\
& 0\left(\mathrm{x}^{\wedge} 7\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x} \$ 3)+ \\
& \left(2 * \mathrm{x}^{\wedge} 5+\mathrm{x}^{\wedge} 2+0\left(\mathrm{x}^{\wedge} 7\right)\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x} \$ 2)+ \\
& \left(\mathrm{x}^{\wedge} 4+3 * \mathrm{x}+0\left(\mathrm{x}^{\wedge} 5\right)\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x})+ \\
& 0\left(\mathrm{x}^{\wedge} 6\right) * \mathrm{y}(\mathrm{x})=0 ; \\
E x \text { 2 }:= & O\left(x^{9}\right)\left(\frac{\mathrm{d}^{5}}{\mathrm{~d} x^{5}} y(x)\right)+\left(x^{7}+\frac{81 x^{9}}{2}+50 x^{10}+O\left(x^{11}\right)\right)\left(\frac{\mathrm{d}^{4}}{\mathrm{~d} x^{4}} y(x)\right) \\
& +O\left(x^{7}\right)\left(\frac{\mathrm{d}^{3}}{\mathrm{~d} x^{3}} y(x)\right)+\left(2 x^{5}+x^{2}+O\left(x^{7}\right)\right)\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} y(x)\right)+ \\
& \left(x^{4}+3 x+O\left(x^{5}\right)\right)\left(\frac{\mathrm{d}}{\mathrm{~d} x} y(x)\right)+O\left(x^{6}\right) y(x)=0
\end{aligned}
$$

We know only several initial terms of all coefficients. The coefficients of $\frac{\mathrm{d}^{5}}{\mathrm{~d} x^{5}} y(x)$, $\frac{\mathrm{d}^{3}}{\mathrm{~d} x^{3}} y(x)$ and $y(x)$ are $O\left(x^{9}\right), O\left(x^{7}\right)$ and $O\left(x^{6}\right)$, and we don't know if they are zero or not. For Ex2 we obtain:
> LaurentSolution(Ex2, y(x));

$$
\left[\frac{{ }^{-} c_{1}}{x^{2}}+{ }_{\_} c_{2}-\frac{130 x_{-} c_{1}}{3}+O\left(x^{2}\right),{ }_{-} c_{2}+O\left(x^{6}\right)\right]
$$

The first element of the returned list has the valuation -2 . The maximum possible number of initial terms for it is equal to 4 , the truncation degree is equal to 1. The second one has the valuation 0 and the maximum possible number of the initial terms is equal to 6 , the truncation degree is equal to 5 . So, the threshold for $\operatorname{Ex} 2$ is equal to 5 .

If the option 'top' = d is given, then the LaurentSolution command handles d in the same way as described for equations whose all coefficients are algorithmically represented power series.

```
> LaurentSolution(Ex2, y(x), 'top' = 3, 'threshold' = 'h');
```

$$
\left[\frac{-c_{1}}{x^{2}}+{ }_{-} c_{2}-\frac{130 x_{-} c_{1}}{3}+O\left(x^{2}\right),{ }_{-} c_{2}+O\left(x^{4}\right)\right]
$$

Using the option 'threshold'='h' we can obtain the information whether the given $d$ is greater than the threshold of the ode. If it isn't then $h$ is set equal to FAIL:

```
> h;
```

FAIL
Otherwise, h is set equal to the threshold. Below h is set equal to 5 :

```
> LaurentSolution(Ex2, y(x), 'top' = 8, 'threshold' = 'h');
    'h' = h;
\[
\begin{gathered}
{\left[\frac{-c_{1}}{x^{2}}+{ }_{-} c_{2}-\frac{130 x_{-} c_{1}}{3}+O\left(x^{2}\right),{ }_{-} c_{2}+O\left(x^{6}\right)\right]} \\
h=5
\end{gathered}
\]
```

For an equation whose coefficients are of both types, in general, it's impossible to determine the greatest degree of truncated Laurent solutions. The threshold may be a finite number or infinity. Then if the option 'top' is not given, the LaurentSolution command computes exactly as many initial terms of the solutions as needed to find a set of all valuations of the Laurent solutions of the given equation. For the equation

```
> Ex3 := O(x^9)*diff(y(x), x$5)+
    (x^7+Sum((1/2)*k^2*x^k, k = 9 .. infinity))*diff(y(x), x$4)+
    (2*x^5+x^2)*diff(y(x), x$2)+(x^4+3*x+0(x^5))*diff(y(x), x)+
    Sum(f(k)*x^k, k = 0 .. infinity)*y(x) = 0;
```

$$
\begin{array}{r}
E x 3:=O\left(x^{9}\right)\left(\frac{\mathrm{d}^{5}}{\mathrm{~d} x^{5}} y(x)\right)+\left(x^{7}+\left(\sum_{k=9}^{\infty} \frac{k^{2} x^{k}}{2}\right)\right)\left(\frac{\mathrm{d}^{4}}{\mathrm{~d} x^{4}} y(x)\right)+ \\
\left(2 x^{5}+x^{2}\right)\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} y(x)\right)+\left(x^{4}+3 x+O\left(x^{5}\right)\right)\left(\frac{\mathrm{d}}{\mathrm{~d} x} y(x)\right)+ \\
\\
\left(\sum_{k=0}^{\infty} f(k) x^{k}\right) y(x)=0
\end{array}
$$

we obtain
> LaurentSolution(Ex3, y(x));

$$
\left[\frac{-c_{1}}{x^{2}}+{ }_{-} c_{2}+O(x),{ }_{-} c_{2}+O(x)\right]
$$

If the option 'top' = d is given, then the LaurentSolution command tries to compute all Laurent solutions to the truncation degree d. For Ex3 it's only possible for the solutions having valuation 0 (see the second element of the returned list):
> LaurentSolution(Ex3, y(x), 'top' = 4);

$$
\left[\frac{-c_{1}}{x^{2}}+{ }_{-} c_{2}-\frac{130 x_{-} c_{1}}{3}+O\left(x^{2}\right),{ }_{-} c_{2}+O\left(x^{5}\right)\right]
$$

If the threshold of the equation is greater than or equal to $d$ and the option 'threshold' $=$ ' $h$ ' is given, then $h$ is set equal to FAIL:
> LaurentSolution(Ex3, $y(x)$, 'top' = 4, 'threshold' = 'h'): h;

## FAIL

In fact, the threshold of Ex3 is equal to $\infty$. This equation has the solution $y(x)={ }_{\_} c_{2}$, where $\__{-}$is an arbitrary constant. The trailing coefficient of Ex3 is $\sum_{k=0}^{\infty} f(k) x^{k}$ and the LaurentSolution command can check any finite number of values of $f(k)$ :
$>\{\operatorname{seq}(f(k), k=0 \ldots 100)\} ;$
\{0\}
but there is no algorithm to check that $f(k)=0$ for all integer $k \geq 0$.
If the given equation has no nonzero Laurent solution (the set of valuations of Laurent solutions is empty), then the LaurentSolution command returns the empty list:

```
> LaurentSolution(x^2*diff(y(x), x)+y(x), y(x));
```

And it returns FAIL if the known terms of the coefficients of the given equation are not sufficient to find a set of valuations of Laurent solutions:

```
> LaurentSolution(O(x)*diff(y(x), x)+y(x), y(x));
```


## FAIL

## 4 RegularSolution

For an equation with power series coefficients a formal regular solution is a finite sum of expressions in this form:

$$
x^{\lambda}\left(\sum_{k=0}^{m}\left(\sum_{i=i_{k, 0}}^{\infty} v_{k}(i) x^{i}\right) \ln ^{k} x\right)
$$

where $\lambda$ is an algebraic number, $m$ is a non-negative integer, $i_{0,0}, \ldots, i_{m, 0}$ are integers and $v_{k}\left(i_{k, 0}\right) \neq 0$ for $k=0,1, \ldots, m$.

Same as for the case of Laurent solutions, the definition of the threshold of the equation is introduced. For the 'top' and 'threshold' options, the RegularSolution command works in the same way as the LaurentSolution command.

Below, we obtain the truncated regular solutions with $\lambda=0$ (the truncation degree is 4) and $\lambda=\frac{1}{3}$ (the truncation degree is 1 ). The threshold is computed, it is equal to 4 :

$$
\begin{aligned}
& \text { > Sol := RegularSolution ( }\left(-3+x+0\left(x^{\wedge} 2\right)\right) * \operatorname{theta}(y(x), x, 2)+ \\
& \left(1+x+0\left(x^{\wedge} 2\right)\right) * \operatorname{theta}(y(x), x, 1)+ \\
& \left.\left(x^{\wedge} 4+0\left(x^{\wedge} 5\right)\right) * y(x), y(x), ~ ' t h r e s h o l d '=~ ' h '\right) ; \\
& \text { ' } \mathrm{h} \text { ' }=\mathrm{h} \text {; } \\
& \text { Sol }:=\left[{ }_{-} c_{1}+\frac{x^{4}{ }_{-} c_{1}}{44}+O\left(x^{5}\right)+x^{1 / 3}\left({ }^{-} c_{2}+\frac{x_{\_} c_{2}}{9}+O\left(x^{2}\right)\right)\right] \\
& h=4
\end{aligned}
$$

Note that if the result Sol is combined in one series, for example using the series command, then the number of the initial terms is less then the maximum possible one (the term $\frac{x^{4}{ }_{-} c_{1}}{44}$ is lost):

```
> series(Sol[1], x, infinity);
```

$$
c_{1}+{ }_{-} c_{2} x^{1 / 3}+\frac{-c_{2} x^{4 / 3}}{9}+O\left(x^{7 / 3}\right)
$$

Below is an equation which has regular solutions with $\ln x$ :

```
> RegularSolution((4+x+0(x^2))*theta(y(x), x, 2)+
    O(x^2)*theta(y(x), x, 1)+
    (x^3+0(x^4))*y(x), y(x), 'threshold' = 'h');
'h' = h;
```



```
    O(x'2)+\operatorname{ln}(x)(.c}\mp@subsup{c}{1}{}-\frac{\mp@subsup{x}{}{3}\mp@subsup{_}{-}{}}{36}+O(\mp@subsup{x}{}{4}))
    h=3
```

The first element of the returned list is the truncated regular solutions with $\lambda=0$ and $m=1$, having two series with the valuation 0 and the truncation degrees 1 and 3 . The second one is the truncated regular solutions with $\lambda=0$ and $m=0$, having one series with the valuation 0 and the truncation degree 3 . The third one has the logarithm-free part with the valuation which is greater than 1 . The threshold is computed, it is equal to 3 .

If the equation has at least one completely given coefficient (below it is the coefficient of $\theta(y(x), x, 1)$ which is equal to 0$)$ then we can use the command with different values of d in the option 'top' $=\mathrm{d}$ to obtain the threshold.

Below we obtain that $h$ is equal to FAIL if 'top' $=2$ :

```
> Ex4 := (4+x+O(x^2))*theta(y(x), x, 2)+(x^3+O(x^4))*y(x):
    RegularSolution(Ex4, y(x), 'top' = 2, 'threshold' = 'h');
    'h' = h;
    [-c}\mp@subsup{c}{2}{}+O(\mp@subsup{x}{}{3})+\operatorname{ln}(x)(-\mp@subsup{c}{1}{}+O(\mp@subsup{x}{}{3}))
    -c}\mp@subsup{c}{2}{}+O(\mp@subsup{x}{}{3}),O(\mp@subsup{x}{}{3})+\operatorname{ln}(x)(_\mp@subsup{c}{1}{}+O(\mp@subsup{x}{}{3}))
    h=FAIL
```

and we obtain that the threshold is equal to 3 if 'top' $=4$ :

$$
\begin{aligned}
& >\text { RegularSolution(Ex4, } \mathrm{y}(\mathrm{x}), \text { 'top' }=4 \text {, 'threshold' }=\text { ' } \mathrm{h} \text { '); } \\
& \text { ' } \mathrm{h} \text { ' }=\mathrm{h} \text {; } \\
& {\left[{ }_{-} c_{2}+x^{3}\left(-\frac{{ }^{\prime} c_{2}}{36}+\frac{{ }_{-} c_{1}}{54}\right)+O\left(x^{4}\right)+\ln (x)\left({ }_{-} c_{1}-\frac{x^{3}{ }_{-} c_{1}}{36}+O\left(x^{4}\right)\right)\right.} \\
& \left.{ }_{-} c_{2}-\frac{x^{3}{ }_{-} c_{2}}{36}+O\left(x^{4}\right), \frac{x^{3}{ }_{-} c_{1}}{54}+O\left(x^{4}\right)+\ln (x)\left({ }_{-} c_{1}-\frac{x^{3}{ }_{-} c_{1}}{36}+O\left(x^{4}\right)\right)\right] \\
& h=3
\end{aligned}
$$

The following equation has no nonzero formal regular solution (the set of possible $\lambda$ of regular solutions is empty), the result is the empty list:

```
> RegularSolution(x*theta(y(x), x, 2)+y(x), y(x));
```

For the following one, the known terms of the coefficients are not sufficient to determine the set of $\lambda$, the result is FAIL:

```
> RegularSolution(x*theta(y(x), x, 2)+
    O(1)*\operatorname{theta}(y(x), x, 1)+y(x), y(x));
```

FAIL

## 5 FormalSolution

A formal exponential-logarithmic solution has the form

$$
\mathrm{e}^{Q(x)} x^{\lambda}\left(\sum_{k=0}^{m}\left(\sum_{i=i_{k}, 0}^{\infty} v_{k}(i) x^{i / q}\right) \ln ^{k} x\right)
$$

where $q$ is a positive integer, $Q(x)$ is a polynomial in $x^{-1 / q}, \lambda$ is an algebraic number, $m$ is a non-negative integer, $i_{0,0}, \ldots, i_{m, 0}$ are integers and $v_{k}\left(i_{k, 0}\right) \neq 0$ for $k=0,1, \ldots, m$. Laurent and regular solutions are special cases of formal exponential-logarithmic solutions.

To construct all formal solutions for an equation with completely given coefficients, the DEtools [formal_sol] command can be used. For an equation whose coefficients may be truncated series the FormalSolution command of the presented TruncatedSeries package computes the maximum possible terms of the exponent $Q(x)$. If $Q(x)$ is obtained completely, the FormalSolution command then computes $\lambda$ and initial terms of series which are components of solutions (if they are invariant to all possible prolongations of the given equation).

For the following equation, the given initial terms are only sufficient to obtain the one term of the exponent $Q(x)$. The unknown part of solutions is denoted by $y_{1}(x)$ :

```
 Ex5 := (x^3 + O(x^4))*diff(y(x), x)+(2 + O(x))*y(x):
    FormalSolution(%, y(x));
```

$$
\begin{equation*}
\left[\mathrm{e}^{\frac{1}{x^{2}}} y_{1}(x)\right] \tag{1}
\end{equation*}
$$

The following equation is a prolongation of Ex5 (extra new known terms are added to the series coefficients). We obtain the second term of the exponent $Q(x)$. The notation $y_{\text {reg }}(x)$ in the result means that the exponential part of formal solutions is obtained completely:

```
> ( }\mp@subsup{x}{}{\wedge}4+\mp@subsup{x}{}{\wedge}3+0(x^5))*\operatorname{diff}(y(x), x)+(2+x+0(x^2))*y(x)
    FormalSolution(%, y(x));
```

$$
\begin{equation*}
\left[\mathrm{e}^{\frac{1}{x^{2}}-\frac{1}{x}} y_{\text {reg }}(x)\right] \tag{2}
\end{equation*}
$$

Another prolongation of Ex5 leads to another result:

$$
\begin{align*}
& >\left(x^{\wedge} 3+(1 / 2) * x^{\wedge} 4+0\left(x^{\wedge} 5\right)\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x})+\left(2+\mathrm{x}+0\left(\mathrm{x}^{\wedge} 2\right)\right) * \mathrm{y}(\mathrm{x}): \\
& \text { FormalSolution }(\%, \mathrm{y}(\mathrm{x})) ; \\
& \qquad\left[\mathrm{e}^{\frac{1}{x^{2}}} y_{\text {reg }}(x)\right] \tag{3}
\end{align*}
$$

Both (2) and (3) are prolongations of (1). It shows that (1) presents the maximum possible information about the solution which is invariant to all possible prolongations of Ex5.

Again and again, increasing the number of known terms in Ex5 we obtain more information about solutions:

```
> ( }\mp@subsup{x}{}{\wedge}5+\mp@subsup{x}{}{\wedge}4+\mp@subsup{x}{}{\wedge}3+0(x^6))*\operatorname{diff}(y(x), x)+(-x^2+x+2+0(x^3))*y(x)
    FormalSolution(%, y(x));
            [\mp@subsup{e}{}{\frac{1}{\mp@subsup{x}{}{2}}-\frac{1}{x}}\mp@subsup{x}{}{2}(-\mp@subsup{c}{1}{}+O(x))]
> (x^5+x^4+x^3+(3/2)*x^6+0(x^7))*diff (y(x), x)+
        (-x^2+x+2+0(x^4))*y(x):
    FormalSolution(%, y(x));
\[
\left[\mathrm{e}^{\frac{1}{x^{2}}-\frac{1}{x}} x^{2}\left(-c_{1}+O\left(x^{2}\right)\right)\right]
\]
\[
>\left(x^{\wedge} 5+x^{\wedge} 4+x^{\wedge} 3+(3 / 2) * x^{\wedge} 6+(1 / 4) * x^{\wedge} 7+0\left(x^{\wedge} 8\right)\right) * \operatorname{diff}(y(x), x)+
\]
\[
\left(-x^{\wedge} 2+x+2+0\left(x^{\wedge} 5\right)\right) * y(x):
\]
FormalSolution(\%, y(x));
```

$$
\left[\mathrm{e}^{\frac{1}{x^{2}}-\frac{1}{x}} x^{2}\left(-c_{1}-\frac{3-c_{1} x^{2}}{2}+O\left(x^{3}\right)\right)\right]
$$

The result of the FormalSolution command may contain the following expressions: $y_{\text {reg }}\left(x^{1 / q}\right), y_{i r r(p)}(x), y_{\text {irr }}(x), y_{i}(x)$, where $y, x$ are given via the second parameter of the command, $q$ and $i$ are positive integers, $p$ is a rational number.

As mentioned above, the notation $y_{r e g}\left(x^{1 / q}\right)$ in the result means that the exponent $Q(x)$ (together with the number $q$ ) is obtained completely but the algebraic number $\lambda$ is not invariant to all possible prolongations of the given equation (see (2) and (3) where $q$ is equal to 1 ).

If the result has a term in the form

$$
\mathrm{e}^{Q_{1}(x)} y_{i r r(p)}(x)
$$

then it means that all prolongations of the given equation have formal solutions with the exponential

$$
\begin{equation*}
Q(x)=Q_{1}(x)+\frac{b}{x^{p}}+Q_{2}(x) \tag{4}
\end{equation*}
$$

where $Q_{1}(x)$ and $p$ are invariant to all possible prolongations (and the command computes them) but $b \neq 0$ is not invariant.

If the result has a term in the form

$$
\mathrm{e}^{Q_{1}(x)} y_{i r r}(x)
$$

then it means that all prolongations of the given equation have formal solutions with the exponential (4) but $p$ is not invariant as well as $b \neq 0$.

If the result has a term in the form

$$
\mathrm{e}^{Q_{1}(x)} y_{i}(x)
$$

where $i$ is an integer it means that there are prolongation of the given equation having solutions with the exponent (4) and $b \neq 0$, and there are other ones having solutions with the exponent (4) and $b=0$ and $Q_{2}(x)=0$.

If different terms with the same expressions $y_{r e g}\left(x^{1 / q}\right)$, or $y_{i r r(p)}(x)$, or $y_{i r r}(x)$ appear in the result, then such expressions are additionally indexed as follows: $y_{\text {reg }, 1}\left(x^{1 / q}\right), y_{\text {reg }, 2}\left(x^{1 / q}\right)$, etc.

For example,

$$
\begin{aligned}
&>\text { Ex6 }:=\left(x^{\wedge} 5+0\left(x^{\wedge} 6\right)\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x} \$ 3)+ \\
&\left(-3 * x^{\wedge} 3+0\left(\mathrm{x}^{\wedge} 4\right)\right) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x} \$ 2)+ \\
& 0(\mathrm{x}) * \operatorname{diff}(\mathrm{y}(\mathrm{x}), \mathrm{x})+(2+0(\mathrm{x})) * \mathrm{y}(\mathrm{x})=0: \\
& \text { FormalSolution }(\operatorname{Ex} 6, \mathrm{y}(\mathrm{x})) ; \\
& {\left[y_{1}(x)+y_{\operatorname{irr} r}(x)+y_{\operatorname{irr}(1)}(x)\right] }
\end{aligned}
$$

The given initial terms are only sufficient to obtain the following information:

- all prolongations of Ex6 have a three-dimensional linear space of formal exponential-logarithmic solutions;
- the first term $y_{1}(x)$ of the result means that there are prolongations of Ex6 that have a one-dimensional space of regular solutions, and there are prolongations that do not have regular solutions;
- the second term $y_{i r r}(x)$ means that all prolongations of Ex6 have such irregular solutions that the exponent $Q(x)$ has no invariant terms;
- the last term $y_{\operatorname{irr}(1)}(x)$ means that all prolongations of Ex6 have at least a one-dimensional space of irregular solutions with an exponent (4), where $Q_{1}(x)=0$ and $p=1$ but $b$ is not invariant.

Below are two prolongations of Ex6 confirming the above:

```
> (x^5 + O(x^6))*diff(y(x), x$3) +
    (-3*x^3 + O(x^4))*diff(y(x), x$2) +
            (2*x + O(x^2))*diff(y(x), x) + (1 + O(x))*y(x) = 0:
FormalSolution(%, y(x));
```

```
\(\left[\frac{{ }^{c} c_{1}+O(x)}{\sqrt{x}}+\mathrm{e}^{-\frac{2}{x}} y_{r e g, 1}(x)+\mathrm{e}^{-\frac{1}{x}} y_{r e g, 2}(x)\right]\)
\(>\left(x^{\wedge} 5+0\left(x^{\wedge} 6\right)\right) * \operatorname{diff}(y(x), x \$ 3)+\)
    \(\left(-3 * x^{\wedge} 3+0\left(x^{\wedge} 4\right)\right) * \operatorname{diff}(y(x), x \$ 2)+\)
            \(0\left(x^{\wedge} 2\right) * \operatorname{diff}(y(x), x)+(1+0(x)) * y(x)=0:\)
    FormalSolution(\%, \(y(x))\);
    \(\left[\mathrm{e}^{-\frac{2 \operatorname{RootOf}\left(3-Z^{2}-1, \text { index }=1\right)}{\sqrt{x}}} y_{\text {reg }, 1}(\sqrt{x})+\right.\)
    \(\left.\mathrm{e}^{-\frac{2 \operatorname{RootOf}\left(3 \_Z^{2}-1, \text { index=2) }\right.}{\sqrt{x}}} y_{r e g, 2}(\sqrt{x})+\mathrm{e}^{-\frac{3}{x}} y_{r e g, 3}(x)\right]\)
```

The following equation is also a prolongation of Ex6. It contains enough information to construct the exponential parts of the solutions completely. The solution involves series in fractional powers of $x$ :

$$
\begin{aligned}
& >\left(x^{\wedge} 5+x^{\wedge} 6+0\left(x^{\wedge} 7\right)\right) * \operatorname{diff}(y(x), x \$ 3)+ \\
& \left(-3 * x^{\wedge} 3-x^{\wedge} 4+0\left(x^{\wedge} 5\right)\right) * \operatorname{diff}(y(x), x \$ 2)+ \\
& \left(1+x+0\left(x^{\wedge} 2\right)\right) * y(x)=0: \\
& \text { FormalSolution(\%, y(x)); } \\
& {\left[\mathrm { e } ^ { - \frac { 2 \operatorname { R o o t O f ( 3 \_ Z ^ { 2 } - 1 , \text { index } = 1 ) } } { \sqrt { x } } } x ^ { 2 9 / 3 6 } \left(-c_{1}+\right.\right.} \\
& \left.\frac{191 \operatorname{RootOf}\left(3 \_Z^{2}-1, \text { index }=1\right){ }_{-} c_{1} \sqrt{x}}{432}-\frac{82679{ }_{-} c_{1} x}{1119744}+O\left(x^{3 / 2}\right)\right)+ \\
& \mathrm{e}^{-\frac{2 \operatorname{Root} O f\left(3_{-} Z^{2}-1, \text { inde } x=2\right)}{\sqrt{x}}} x^{29 / 36}\left({ }^{2} c_{2}+\right. \\
& \begin{array}{r}
\left.\frac{191 \text { RootOf }\left(3 \_Z^{2}-1, \text { index }=2\right) \_c_{2} \sqrt{x}}{432}-\frac{82679{ }_{\_} c_{2} x}{1119744}+O\left(x^{3 / 2}\right)\right) \\
\left.+\mathrm{e}^{-\frac{3}{x}} x^{17 / 9}\left({ }^{17} c_{3}+O(x)\right)\right]
\end{array}
\end{aligned}
$$
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