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The present paper is devoted to the application of the space transformation techniques for solving
nonlinear programming problems. By using surjective mapping the original constrained optimiza-
tion problem is transformed to a problem in a new space with only equality constraints. For the
numerical solution of the latter problem the stable version of the gradient-projection and Newton's
methods are used. After inverse transformation to the original space a family of numerical meth-
ods for solving optimization problems with equality and inequality constraints is obtained. The
proposed algorithms are based on the numerical integration of the systems of ordinary di�erential
equations. These algorithms do not require feasibility of starting and current points, but they pre-
serve feasibility. As a result of space transformation the vector �elds of di�erential equations are
changed and additional terms are introduced which serve as a barrier preventing the trajectories
from leaving the feasible set. A proof of convergence is given.
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gradient-projection method, Newton's method, interior point technique, barrier
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1 INTRODUCTION

The purpose of this paper is to call attention to the role of the space transformation tech-
niques in the development of new numerical methods. On the basis of space transformation the
original problem with inequality constraints is reduced to a problem with equality constraints.
The stable versions of the gradient-projection and Newton's methods are used for solving this
reduced problem. The numerical methods are found after performing an inverse transforma-
tion. These methods are described by systems of ordinary di�erential equations. As a result
of space transformation the right-hand side of the di�erential equation is multiplied by some
matrices which prevent the trajectories from crossing the boundary of the feasible set. There-
fore, these matrices play the role of barrier and we term these methods �barrier-projection�
and �barrier-Newton� methods. The space transformation is carried out without using penalty
functions and this feature provides a high rate of convergence. The analysis of the method
is made on the basis of the stability theory of the solutions of ordinary di�erential equations.
Numerical algorithms are obtained as discretization of dynamical systems. We prove that the
barrier-projection method has linear convergence and does not require feasibility. In the li-
near programming case after some simpli�cations and after choosing a particular exponential
space-transformation function we obtain Dikin's algorithm [3], sometimes called the �variation
of Karmarkar's algorithm�.

1Research was supported by the grant N◦ 93-012-450 from Russian Scienti�c fund
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The results given here can be found in the papers and books by the authors [4]�[11]. Though
some of these papers are translated into English, nevertheless they are essentially unknown in
the West. Our approach bears resemblance with some publications which develop the Kar-
markar's method (see, for example, [1, 2, 12, 13, 14, 19]). However, there are four main
di�erences:

1. Starting from 1973, we paid attention mainly to the general nonlinear case. Linear pro-
gramming was considered as a particular case and the polynomiality of the proposed
algorithms was not investigated.

2. From 1983 we developed a stable version of the projection method. Therefore, we did
not restrict ourselves to the interior point techniques. In our methods the current points
are often infeasible, but if the starting points or the current points are feasible, then the
subsequent trajectory remains in the feasible set, i.e. the feasibility is preserved.

3. In all proposed methods we did not resort to a penalty-type approach.

4. From 1973 we considered the steepest descent variants of our methods where the trajectory
could move along the boundary of the feasible set.

Analyzing the recent publications, we see that many authors are trying to modify and
explain Karmarkar's method as a classical method. We think that moving along this direction
leads to our results. Here we consider mainly the barrier-projection method in the nonlinear
case. Detailed investigations connected with linear programming will be published in English
in future. At the present time some of these results are available only in Russian [11].

The family of numerical methods which we propose for the general nonlinear case has been
implemented, tested and included in the library of algorithms at the Computing Center of
the Russian Academy of Sciences. Computer codes were used for solving various practical
nonlinear programming problems. These methods proved to be most e�cient in the case where
the equality constraints were linear because in this case we could take big stepsizes without
violating these constraints.

2 STABLE VERSION OF THE GRADIENT-PROJECTION METHOD

In this section we con�ne ourselves to the nonlinear programming problem:

minimize f(x) subject to x ∈ X, (1)

where X denotes the feasible region which is given by equality constraints:

X = {x ∈ Rn : g(x) = 0m}. (2)

Here Rn denotes the vector space formed by n-dimensional column vectors with real entries.
The functions f and g are continuously di�erentiable, f(x) maps Rn onto R1 and g(x) maps
Rn onto Rm, 0s is the s-dimensional null vector, 0nm is the n × m rectangular null matrix.
The feasible set X and the set of solutions X∗ are supposed to be nonempty. We assume
di�erentiability whenever it is helpful to do so.

De�nition 1. The constraint quali�cation (CQ) for Problem (1) holds at a point x if the
vectors gi

x(x), 1 ≤ i ≤ m, are linearly independent.

De�nition 2. We say that x is a regular point for Problem (1), if the CQ holds at x.
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De�nition 2 di�ers from the de�nition of a regular point of the constraints (see, for example,
[15]) because in our case the point x may not belong to the set X.

To obtain the numerical solution of Problem (1) we seek the limit points of the solutions of
the system described by the following vector di�erential equation

dx

dt
= −Lx(x, u(x)), (3)

where L(x, u) = f(x)+u>g(x), Lx(x, u) = fx(x)+ g>x (x)u, gx(x) is the m×n Jacobian matrix
of g(x) with respect to x, a> denotes the transpose of a.

Let x(t, x0) denote the solution of the Cauchy problem (3) with initial condition x0 =
= x(0, x0). The function u(x) is chosen to satisfy the following condition

dg

dt
= −gx(x)Lx(x, u(x)) = −τg(x), τ > 0. (4)

If the constraint quali�cation holds on the set

Z = {x ∈ Rn : ||g(x)|| ≤ ||g(x0)||},

then the Jacobian matrix gx(x) is of full rank, the Gram matrix G(x) = gx(x)g>x (x) is nonsin-
gular and the function u(x) is uniquely determined from condition (4)

u(x) = G−1(x)[τg(x)− gx(x)fx(x)]. (5)

By di�erentiating f(x(t, x0)) with respect to t we obtain

df

dt
= −||Lx(x, u(x))||2 + τu>(x)g(x). (6)

If x0 ∈ X, then the trajectory x(t, x0) of (3) remains in the feasible set X because
g(x(t, x0)) ≡ 0m and from (6) it follows that the objective function f(x(t, x0)) monotonically
decreases along the trajectory x(t, x0) ∈ X. If x0 ∈ X and/or τ = 0, then the method (3)
coincides with the gradient-projection method which has been used by many authors (see, for
example, [15, 16]). Nevertheless there is a signi�cant di�erence between these two approaches.
The system of ordinary di�erential equations (3), where u(x) is given by (5), has the �rst
integral

g(x(t, x0)) = g(x0)e
−τt. (7)

This means that if τ > 0, then method (3) has a remarkable property: all its trajectories
approach the feasible set as t tends to in�nity and the feasible set X is an asymptotically stable
set of the system (see [5, 10, 11, 18]).

Therefore, we call method (3) �the stable version of the gradient-projection method�.
On the contrary the well-known gradient-projection method is neutrally stable with respect
to the feasibility condition. It means that if g(x0) = c, then g(x(t, x0)) ≡ c for all t ≥ 0 and
we have to introduce an additional correction procedure in order to satisfy feasibility. This
procedure increases the computation time. The gradient-projection method and the method
described above can be considered as particular cases of the interior point techniques. There is
another motivation in the literature for the proposed method. Let us introduce the augmented
Lagrangian

M = L(x, u)− 1

2τ
||Lx(x, u)||2, τ > 0.

If we maximize M with respect to u, then we obtain exactly the same formula as (5) (see [20]).
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If x∗ is a solution of Problem (1), and there exists a corresponding multiplier u∗, then the
pair [x∗, u∗] is a Kuhn�Tucker point, i.e. at this point from the �rst-order necessary conditions
for a minimum it holds that

Lx(x∗, u∗) = fx(x∗) + g>x (x∗)u∗ = 0n, g(x∗) = 0m. (8)

We say that a point x∗, is an equilibrium point of system (3), if the right-hand side evaluated
at x∗ is a null vector. The right-hand side of system (3) de�nes a vector �eld which vanishes at
equilibrium points. We prove now that at every regular point this �eld is nonvanishing except
at points x∗ such that [x∗, u(x∗)] forms a Kuhn�Tucker pair.

Lemma 2.1. Let x∗ be a regular point for Problem (1). Then x∗ is an equilibrium point of
system (3) if and only if the pair [x∗, u∗], where u∗ = u(x∗), satis�es (8).

Proof. Let W be a m×n rectangular matrix whose rank is m. We introduce the pseudoin-
verse matrix W+ = W>(WW>)−1 and the orthogonal projector π(W ) = In − W+W , where
In is the n× n identity matrix.

We substitute (5) into the right-hand side of (3) and after some transformation we can
rewrite system (3) in the following projective form

dx

dt
= −π[gx(x)]fx(x)− τ [gx(x)]+g(x), (9)

where π[gx(x)] = In − [gx(x)]+gx(x). This operator projects any vector onto the null-space of
the matrix gx(x):

g⊥x (x) = ker gx(x) = {z ∈ Rn : gx(x)z = 0m}.
If g(x) = 0m, then π(gx(x))fx(x) = Lx(x, u(x)). Therefore, if conditions (8) holds, then the

right-hand side of (9) is the null vector and the statement �if� is proved. Now we prove �only
if�.

The �rst vector π(gx(x))fx(x) at the right-hand side of (9) belongs to the null-space of
the matrix gx(x). The second vector [gx(x)]+g(x) belongs the row subspace of the matrix
gx(x). Therefore, these vectors are orthogonal. If x∗ is an equilibrium point, then both the
mentioned vectors evaluated at this point are the null vectors and g>x (x∗)z = 0n, where z =
= G−1(x∗)g(x∗). Taking into account the constraint quali�cation, we come to the conclusion
that g>x (x∗) has maximal rank, G(x∗) is nonsingular and, therefore, g(x∗) = 0m. Hence we
obtain both conditions (8).

Integrating (3) using Euler method, we obtain the following iterative process:

xk+1 = xk − hkLx(xk, uk), uk = u(xk), (10)

where hk > 0 is a stepsize, function u(x) is de�ned by (5).
Each equilibrium point x∗ of system (9) is a �xed point of iteration (10), i.e. xk = x∗ implies

xk+1 = x∗ and if iterates (10) converge to a regular point x∗, then the pair [x∗, u(x∗)] satis�es
the Kuhn�Tucker conditions (8).

Theorem 2.1. Let [x∗, u∗] be a Kuhn�Tucker point of Problem (1), (2), let the CQ hold at
x∗ and assume that for any nonzero vector z ∈ g⊥x (x∗) the inequality z>Lxx(x∗, u∗)z > 0 holds.
Then system (3), (5) with τ > 0 is asymptotically stable at the isolated local solution point x∗
and the pair [x(t, x0), u(x(t, x0))] tends to [x∗, u∗], if the starting point x0 is close enough to the
point x∗. There exists a number h∗ such that for any �xed 0 < hk < h∗ the iterations de�ned
by (10) converge locally with a linear rate to a Kuhn�Tucker point [x∗, u∗].
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The statement of this theorem follows from Theorem 3.2 which will be proved in the next
section.

We brie�y discuss the global behavior of the method. Assume that the CQ holds on the
compact set Z, where Problem (1) has a unique minimal point x∗. The standard existence and
uniqueness theorem for the Cauchy problem guarantees that the solution of (9) exists locally.
From (7) it follows that the solution x(t, x0) is bounded, remains in the set Z and can he
prolonged for 0 ≤ t < ∞. Therefore, the unique limit point of x(t, x0) is x∗ and the set Z
belongs to the domain of attraction of the solution point x∗. We note that method (3) does
not require feasibility of the starting and current points, but it preserves feasibility.

3 SPACE TRANSFORMATION

We introduce the additional inequality constraint x ∈ P , where P is assumed to have a
nonempty interior. Consider the following problem:

minimize f(x) subject to x ∈ X = {x ∈ Rn : g(x) = 0m, x ∈ P}. (11)

We introduce a new n-dimensional space with the coordinates [y1, . . . , yn] and make a dif-
ferentiable transformation from this space to the original one: x = ξ(y). This surjective
transformation maps Rn onto P or intP , i.e. P = ξ(Rn), where B̄ is the closure of B.

Consider the transformed minimization problem

minimize f̃(y) = f(ξ(y)) subject to y ∈ Y, (12)

where Y = {y ∈ Rn : g̃(y) = g(ξ(y)) = 0m}.
Since we now have only equality constraints, we can use the numerical method described in

the previous section for solving (12). The Lagrangian associated with Problem (12) is de�ned
by L̃(y, u) = f̃(y) + u>g̃(y). Conditions (3), (5) are written as follows

dy

dt
= −L̃y(y, u(y)), L̃y(y, u) = f̃y(y) + g̃>y (y)u, (13)

g̃y(y)g̃>y (y)u(y) + g̃y(y)f̃y(y) = τ g̃(y), y0 ∈ Rn,

where f̃y = J̃>fx, g̃y = gxJ̃ , J̃ = dx/dy and J̃ is the Jacobian matrix of the transformation x =
= ξ(y) with respect to y. If J̃ is nonsingular matrix, then there exists an inverse transformation
y = δ(x), so it is possible to return from the y-space to the x-space and we obtain in this way
a matrix J(x) = J̃(δ(x)) which is now a function of x. By di�erentiating ξ(y) with respect to
y and taking into account (13), we have

dx

dt
=

dξ

dy

dy

dt
= J(x)

dy

dt
= −G(x)Lx(x, u(x)), x(0, x0) = x0 ∈ P, (14)

Γ(x)u(x) + gx(x)G(x)fx(x) = τg(x), (15)
where we have introduced the two Gram matrices:

Γ(x) = gx(x)G(x)g>x (x), G(x) = J(x)J>(x).

If the condition x ∈ P is absent in Problem (11), then the space transformation is trivial:
x = y and, taking G(x) = In in (14), (15), we obtain formulas (3), (4).

We de�ne the following sets: the nullspace of the matrix gx(x)J(x) at x:

K(x) = {z ∈ Rn : gx(x)J(x)z = 0m},
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the cone of feasible directions at x ∈ P :

F (x |P ) = {z ∈ Rn : ∃λ(z) > 0 such that x + λz ∈ P, 0 < λ ≤ λ(z)},

the conjugate cone to the cone F :

F ∗(x |P ) = {z ∈ Rn : z>y ≥ 0 ∀y ∈ F (x |P )},

the linear hull of the cone F ∗ at x ∈ P :

S(x) = lin F ∗(x |P ) = {z ∈ Rn : z =
s∑

i=1

λizi, λi ∈ R; zi ∈ F ∗(x |P ), 1 ≤ i ≤ s, s = 1, 2, . . . .}.

De�nition 3. The constraint quali�cation (CQ) for Problem (11) holds at a point x ∈ P
if all vectors gi

x(x), 1 ≤ i ≤ m, and any nonzero vector p ∈ S(x) are linearly independent.
We say that x is a regular point for Problem (11) if the CQ holds at x.

We impose the following condition on the transformation ξ(y):
C1. At each point x ∈ P the Jacobian J(x) is de�ned and ker J>(x) = S(x).
From this condition it follows that the Jacobian J(x) is nonsingular in the interior of P , it

is singular only on the boundary of P .

Lemma 3.1. Let the space transformation ξ(y) satisfy C1, and let the CQ for Problem
(11) hold at a point x ∈ P . Then the Gram matrix Γ(x) is invertible and positive de�nite.

Proof. We prove �rst that the rank of B(x) = J>(x)g>x (x) is equal to m. If x ∈ int P ,
then it is obvious because J(x) is nonsingular and gx(x) has maximal rank according to the
constraint quali�cation.

Let x belong to the boundary of P . If rank of B(x) is less than m, then there exists a
nonzero vector z ∈ Rm such that B(x)z = J>(x)g>x (x)z = 0n. According to condition C1

the nonzero vector p = g>x (x)z belongs to S(x), therefore, vectors gi
x, 1 ≤ i ≤ m, and p are

linearly dependent. This contradicts to CQ. We obtain that B(x) has full rank and from the
representation Γ(x) = B>(x)B(x) it follows that Γ(x) is a positive de�nite matrix.

If at a point x the conditions of Lemma 3.1 hold, then we can �nd from (15) the function
u(x), substitute it into the right-hand side of (14) and write (14) in the following projective
form

dx

dt
= −J(x)

{
π[gx(x)J(x)]J>(x)fx(x) + τ [gx(x)J(x)]+g(x)

}
. (16)

Similarly to (6) we have

df

dt
= −||J>(x)Lx(x, u(x))||2 + τu>(x)g(x). (17)

As before the objective function f(x(t, x0)) monotonically decreases on the feasible set X
and if the trajectory is close to X, i.e. if ‖g(x)‖ is su�ciently small.

De�nition 4. The pair [x∗, u∗], where x∗ ∈ P , is a Kuhn�Tucker pair of Problem (11), if

J>(x∗)Lx(x∗, u∗) = 0n, g(x∗) = 0m. (18)
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Lemma 3.2. Let conditions of Lemma 3.1 be satis�ed at a point x∗ ∈ P . Then x∗ is
an equilibrium point of system (14) if and only if the pair [x∗, u∗], where u∗ = u(x∗), satis-
�es (18).

Proof. Let x∗ be an equilibrium point of system (14). The matrices G(x∗) and J>(x∗)
have the same nullspace. Therefore, from the inclusion Lx(x∗, u∗) ∈ ker G(x∗) we conclude that
Lx(x∗, u∗) ∈ ker J>(x∗). Hence the �rst condition in (18) is true. The validity of the second
condition follows from equality (15).

De�nition 5. The strict complementary condition (SCC) holds at a point [x∗, u∗] ∈
∈ P × Rm, if

Lx(x∗, u∗) ∈ ri F ∗(x∗|P ), (19)
where riA is a relative interior of the set A.

The space transformation described above can be used to derive the following second-order
su�cient conditions for a point to be an isolated local minimum in Problem (11).

Theorem 3.1. Assume that f and g are twice-di�erentiable functions and the space trans-
formation ξ(y) satis�es C1. Su�cient conditions that a point x∗ ∈ P be an isolated local mini-
mum of Problem (11) are that there exists a Lagrange multiplier vector u∗ satisfying the Kuhn�
Tucker conditions (18), that the SCC holds at [x∗, u∗] and that z>J>(x∗)Lxx(x∗, u∗)J(x∗)z > 0
for every z ∈ K(x∗) such that J(x∗)z 6= 0n.

We denote by D(z) the diagonal matrix containing the components of a vector z. The
dimensionality of this matrix is determined by the dimensionality of z.

For the sake of simplicity we consider now the particular case of Problem (11), where the set
P is the positive orthant, i.e. P = Rn

+. It is convenient for this set P to use a component-wise
di�erentiable space transformation ξ(y)

xi = ξi(yi), 1 ≤ i ≤ n. (20)

For such a transformation the corresponding Jacobian matrix is diagonal and

J̃(y) = D(ξ̇(y)), ξ̇(y) = [ξ̇1(y1), ξ̇2(y2), . . . , ξ̇n(yn)]>.

Let δ(y) be the inverse transformation. Denote

J(x) = D(ξ̇(y))|y=δ(x), G(x) = J2(x) = D(θ(x))

with the vector θ(x) = [(ξ̇1(y1))2, (ξ̇2(y2))2, . . . , (ξ̇n(yn))2]|y=δ(x).
We impose on a space transformation ξ(y) the following conditions:
C2. θi(xi) = 0 if and only if xi = 0, where 1 ≤ i ≤ n.
C3. The space transformation ξ(y) satis�es condition C2 and θ̇i(0) > 0, 1 ≤ i ≤ n.
Di�erent numerical methods are obtained by di�erent choices of the space transformations.

As a rule we perform the following quadratic and exponential transformations

xi = ξi(yi) =
1

4
(yi)2, J(x) = D1/2(x), G(x) = D(x), (21)

xi = ξi(yi) = eyi

, J(x) = D(x), G(x) = D2(x). (22)

In these two cases the Jacobian matrix is singular on the boundary of the set P . These
transformations satisfy C1, C2. Condition C3 holds only for transformation (21). If the SCC
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holds at [x∗, u∗], then for these transformations we obtain that Lxi(x∗, u∗) > 0 for all i such
that xi

∗ = 0.
From method (16) interesting particular cases are derived. Let X = P = Rn

+. If we use the
neutral stable version of (3) with the space transformation functions (21), (22), then we obtain

dx

dt
= −Dα(x)fx(x), (23)

where x0 > 0n, α = 1 for transformation (21) and α = 2 for (22).
Let xi(t, x0) = 0. Then we have θi(xi) = 0 and dxi(t, x0)/dt = 0. From the last equality

it follows that the trajectory x(t, x0) of system (23) cannot cross the boundary xi = 0. Thus
a transformation function plays the role of a �barrier�, preventing the trajectory x(t, x0) from
passing through the boundary of P . Therefore, we call (16) a �barrier-projection method�.

In our �rst publication in this �eld [6] we used the quadratic space transformation (21) and
considered the resource allocation problem where X = {x ∈ Rn

+ :
n∑

i=1
xi = 1}. In this case

m = 1 and system (15) was solved explicitly, while system (16) had the form

dx

dt
= −D(x)[fx(x)− c(x)e], x0 ∈ X,

where e ∈ Rn is the vector of ones, c(x) = x>fx(x). More general cases were considered in
subsequent papers [4, 5, 7].

Applying the Euler method for solving system (16), we obtain

xk+1 = xk − hkJ(xk){π[gx(xk)J(xk)]J
>(xk)fx(xk) + τ [gx(xk)J(xk)]

+g(xk)}. (24)

Theorem 3.2. Let [x∗, u∗] be a Kuhn�Tucker pair of Problem (11), where the CQ and
the second-order su�ciency conditions of Theorem 3.1 hold. Let the space transformation ξ(y)
satisfy condition C3. Then the system (16) with τ > 0 is asymptotically stable at the isolated
local solution point x∗. There exists a number h∗ such that for any �xed 0 < hk < h∗ the sequence
{xk}, generated by (24), converges locally with a linear rate to x∗ while the corresponding
sequence uk converges to u∗.

Proof. Denote δx(t) = x(t, x0) − x∗ and linearize system (16) in the neighborhood of the
point x∗. Then we obtain the equation of the �rst approximation of (16) about the equilibrium
point x∗:

δẋ = −Qδx, (25)
where Q = M̃ [GLxx+D(θ̇)D(Lx)]+τ P̃ , M̃ = In−P̃ , P̃ = Gg>x (gxGg>x )−1gx. Here all functions
are evaluated at the points x = x∗, u = u∗ = u(x∗).

The stability of system (25) is determined by the properties of the roots of the characteristic
equation

det (Q− λIn) = 0. (26)
For proof we split the vector x∗ in two vectors x>∗ = [x>B, x>N ], xB ∈ Rs, xN ∈ Rd, d = n−s.

All components of the vector xN are equal to zero and all components of xB are interior, i.e.
xB > 0. In a similar way we represent vectors θ>(x∗) = [θ>B , θ>N ], L>x = [(LB

x )>, (LN
x )>] and

matrices:

Lxx =

[
LB

xx LBN
xx

LNB
xx LN

xx

]
, P̃ =

[
P̃B P̃BN

P̃NB P̃N

]
, J =

[
JB 0sd

0ds JN

]
,
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GB = D(θB) = JBJB.

From C2 and the strict complimentary condition (19) it follows that θN = 0d, LB
x = 0s and

P̃BN , P̃NB, P̃NN are null matrices. Hence the matrix Q can be decomposed into the following
blocks

Q =

[
Q1 Q3

0ds Q2

]
,

where the matrix Q3 is not essential and

Q1 = JBM̄JBLB
xx + τJBP̄ J−1

B , Q2 = D(θ̇N)D(LN
x ),

M̄ = Is − P̄ , P̄ = JBg>xB
(gxB

GBg>xB
)−1gxB

JB.

The characteristic equation (26) is equivalent to the two equations:

|Q1 − λIs| = 0, |Q2 − λId| = 0.

The solutions of the second equation are found explicitly: λi = θ̇i(xi
∗)Lxi(x∗, u∗), s+1 ≤ i ≤ n.

From C3 and the strict complementarity condition we obtain:

λ̂ = min
s+1≤i≤n

λi > 0. (27)

The matrix Q1 is similar to S1 = J−1
B Q1JB, therefore, they have the same eigenvalues and

we can consider the following characteristic equation

|S1 − λIs| = |M̄L̄B
xx + τ P̄ − λIs| = 0,

where L̄B
xx = JBLB

xxJB.
The matrices M̄ and P̄ are projection matrices for the tangent subspace

K̄(x∗) = {z ∈ Rs : gxB
(x∗)JB(x∗)z = 0m}

and its orthogonal complement, respectively. Furthermore, we have

P̄ M̄ = 0ss, P̄ P̄ = P̄ , M̄M̄ = M̄. (28)

Let λi and zi be an eigenvalue and a corresponding nonzero eigenvector of the matrix S1.
Then

(M̄L̄xx + τ P̄ )zi = λizi, zi ∈ Rs. (29)
If P̄ zi 6= 0s, then premultiplying (29) by the matrix P̄ and taking into account (28), we

obtain λi = τ . If P̄ zi = 0s, then zi ∈ K̄(x∗) and multiplying (29) by z>i we have

λi =
z>i JB(x∗)LB

xx(x∗, u∗)JB(x∗)zi

||zi|||2 , 1 ≤ i ≤ s, λ̃ = min
1≤i≤s

λi > 0.

These results imply that all roots of the characteristic equation for the matrix Q are real
and the smallest root λ∗ = min [λ̃, λ̂] is positive. Hence, according to Lyapunov's linearization
principle [5], the equilibrium point x∗ is asymptotically stable and the following estimation
holds:

lim
t→∞ sup

||x(t, x0)− x∗||
t

≤ −λ∗.

Denote h∗ = 2/λ∗, where λ∗ = max
1≤i≤n

λi. If the stepsize hk < h∗, then, by [5, Theorem 2.3.7],
the linear convergence of the discrete version (24) follows from the proof given above.

9



Theorem 3.1 cannot be used for the space transformation (22) because this transformation
does not satisfy condition C3. This case was considered by G. Smirnov on the basis of the
vector Lyapunov function [17].

Suppose that (11) is a linear programming problem, i.e.

f(x) = c>x, g(x) = b− Ax, P = Rn
+,

where A is a m × n rectangular matrix. If we use the exponential space transformation (22)
and put τ = 0, then from (16) we obtain

dx

dt
= D2(x)(A>u(x)− c), AD2(x)A>u(x) = AD2(x)c. (30)

The discrete and continuous versions of this method were investigated in various papers
(see, for example, [1, 2, 3, 12, 13, 19]). In [1] the discrete version was called �a variation
on Karmarkar's algorithm�. We should remark that method (30) does not possess the local
convergence property. The convergence takes place only if x0 belongs to the relative interior
of X, i.e. g(x0) = 0m, x0 > 0n. Detailed analysis of the method in the case of a linear
programming problem is given in [11].

There is another interesting case, where P is an n-dimensional box, i.e. P = {x ∈ Rn : a ≤
≤ x ≤ b}. Then we can use the following transformation

xi =
[ai + bi + (bi − ai) sin yi]

2
, G(x) = D(x− a)D(b− x).

The statement of the theorem can be generalized for this set.

4 PROBLEMS WITH GENERAL INEQUALITY CONSTRAINTS

The preceding results and algorithms admit straightforward extensions for problems involving
general inequality constraints by using space dilation. Consider Problem

minimize f(x) subject to x ∈ X = {x ∈ Rn : g(x) = 0m, h(x) ≤ 0c}, (31)

where h(x) maps Rn into Rc.
In Problem (31) we do not have nonnegativity constraints on the separated variables. Ne-

vertheless our approach can be used in this case by extension of the space and by converting
the inequality constraints to equalities. We introduce an additional variable p ∈ Rc, denote
q = m + c, combine primal, dual variables and all constraints:

z =

[
x
p

]
∈ Rn+c, w =

[
u
v

]
∈ Rq, Φ(z) =

[
g(x)

h(x) + p

]
, Φ : Rn+c → Rq.

Then the original Problem (31) is transformed into the equivalent Problem

minimize f(x) subject to z ∈ Z = {z ∈ Rn+c : Φ(z) = 0q, p ∈ Rc
+}. (32)

This Problem is similar to (11). In order to take into account the constraint p ≥ 0c we introduce
a surjective di�erentiable mapping ϕ : Rc → Rc

+ and make the space transformation p = ϕ(y),
where y ∈ Rc, ϕ(Rc) = Rc

+. Let ϕy be the square c × c Jacobian matrix of the mapping ϕ(y)
with respect to y. We assume that it is possible to de�ne the inverse transformation y = ψ(p)
and hence we obtain the c× c Jacobian and Gram matrices:

J(p) = ϕy(y)|y=ψ(p), G(p) = J(p)J>(p).
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Combining variables and constraints for the reduced Problem, denote

ẑ =

[
x
y

]
∈ Rn+c, Φ̂(ẑ) =

[
g(x)

h(x) + ϕ(y)

]
, Φ̂ẑ =

[
g(x) 0mc

h(x) ϕy

]
.

Problems (31) and (32) can be formulated as follows:

minimize f(x) subject to ẑ ∈ Ẑ = {ẑ ∈ Rn+c : Φ̂(ẑ) = 0q}. (33)

In the last Problem we have only equality constraints, therefore, we can use classical op-
timality conditions and the numerical method described in the second section. After inverse
transformation to the space of x and p we obtain

dz

dt
= −G̃(p)Lz(z, w(z)). (34)

Here L(z, w) = f(x) + w>Φ(z), Lz(z, w) = fz(z) + Φ>
z (z)w,

Φz(z)G̃(p)Lz(z, w(z)) = τΦ(z), (35)

G̃(p) =

[
In 0nc

0cn G(p)

]
, Φz =

[
0mc

Φx
Ic

]
, Φx =

[
gx

hx

]
, fz =

[
fx

0c

]
.

System (34) can be rewritten in the more detailed form

dx

dt
= −Lx(x,w(z)),

dp

dt
= −G(p)v, (36)

where the function w(z) is found from the following linear system of q equations

Γ(z)w(z) + Φx(x)fx(x) = τΦ(z), Γ(z) = Φx(x)Φ>
x (x) +

[
0mm 0mc

0cm G(p)

]
.

Condition (4) can be written as

dg(x)

dt
= −τg(x),

d(h(x) + p)

dt
= −τ(h(x) + p).

Therefore, system (36) has two �rst integrals:

g(x(t, z0)) = g(x0)e
−τt,

h(x(t, z0)) + p(t, z0) = (h(x0) + p0)e
−τt, z>0 = [x>0 , p>0 ].

Similarly to (6) we obtain

df

dt
= −||Lx||2 − ||J>(p)v||2 + τ [u>g + v>(h + p)].

Introduce the index set σ(p) = {i ∈ [1 : c] : pi = 0}. The set P in Problem (32) has the
form P = {[x, p] ∈ Rn+c : p ≥ 0}. Therefore, De�nition 3 of CQ for this problem can be
reformulated as follows.

De�nition 6. The constraint quali�cation (CQ) for Problem (32) holds at a point z ∈ P ,
if all vectors gi

x(x), 1 ≤ i ≤ m, and vectors hi
x(x), i ∈ σ(p), are linearly independent.
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Impose on the mapping ϕ(y) a new condition which is similar to C1:
C4. At each point p ∈ Rc

+ the Jacobian J(p) is de�ned and

ker J>(p) = lin F ∗(p|Rc
+) = {b ∈ Rc : if i ∈ σ(p), then bi = 0}. (37)

Lemma 4.1. Let the mapping ϕ(y) satisfy C4 and let the CQ for Problem (32) hold at a
point z ∈ P . Then the Gram matrix Γ(z) is invertible and positive de�nite.

Proof. If we denote
H(z) =

[
gx(x) 0mc

hx(x) J(p)

]
,

then Γ(z) = H(z)H>(z). Hence the matrix Γ(z) is positive de�nite and invertible at any point
z, where the matrix H(z) has a maximal rank.

Suppose that σ(p) = {1, 2, . . . , s}, 0 ≤ s ≤ c. Then, according to C4, the matrix J>(p) has
the form

J>(p) = [0cs W ],

where W is a c× (c− s) matrix of full rank. So the following representation holds:

H>(z) =

[
g>x h1

x, . . . , h
s
x hs+1

x , . . . , hc
x

0cm 0cs W

]
.

If matrix H>(z) is not of full rank, then there exists a nonzero vector a ∈ Rq such that
H>(z)a = 0n+c. Taking into account that the matrix W has a maximal rank, we obtain ai = 0,
n + s + 1 ≤ i ≤ n + c, while the other components are not all zero. Consequently the linear
combination of vectors gi

x, 1 ≤ i ≤ m, and hj
x, j ∈ σ(p), is equal to zero. This contradicts to

CQ for Problem (32).

We can use all results given in the second section for Problem (32) and for the corresponding
numerical method (36). It follows from CQ for Problem (32) that at a point z the vectors Φi

z(z),
1 ≤ i ≤ q, are linearly independent. Consequently z is a regular point for Problem (32). The
pair [z∗, w∗] is a Kuhn�Tucker pair of Problem (32), if

Lx(z∗, w∗) = 0n, Φ(z∗) = 0q, D(p∗)v∗ = 0c. (38)

If vi
∗ > 0 for i such that pi

∗ = 0, then the strict complementarity condition (SCC) is ful�lled at
the point z∗.

Lemma 4.2. Let conditions of Lemma 4.1 be satis�ed at a point z∗ ∈ Rn × Rc
+. Then z∗

is an equilibrium point of system (36) if and only if the pair [z∗, w∗] satis�es (38).

Proof. Let z∗ be the stationary point of (36). We need only to prove the validity of
the last two conditions (38). It follows from (36) that G(p∗)v∗ = 0c. The nullspace of the
matrix G(p∗) = J(p∗)J>(p∗) coincides with the nullspace of the matrix J>(p∗) and consequently
v∗ ∈ ker J>(p∗). Taking into account (37), we obtain D(p∗)v∗ = 0c. The equality Φ(z∗) = 0q

follows from (35).
It is convenient to use for Problem (32) a component-wise mapping pi = ϕi(yi), 1 ≤ i ≤ c.

Therefore, ϕy = D(ϕ̇), where ϕ̇(y) is a c-dimensional vector. We denote γi(pi) = ϕ̇i(ψi(pi)),
θ(p) = [θ1(p1), . . . , θc(pc)], θi(pi) = [γi(pi)]2, 1 ≤ i ≤ c. For this mapping the matrix G(p) has
the diagonal form G(p) = D(θ(p)). Introduce the following conditions:

C5: γi(pi) = 0 if and only if pi = 0;
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C6: θi(pi) is a di�erentiable function and θ̇i(0) > 0.
Let us consider the tangent cone

K̃(x) = {x̄ ∈ Rn : gx(x)x̄ = 0m; 〈hi
x, x̄〉 = 0, i ∈ σ(h(x))}.

Theorem 4.1. Let [z∗, w∗] be a Kuhn�Tucker pair of Problem (32), where the CQ and the
SCC hold. Let the space transformation ϕ(y) satisfy conditions C5, C6 and assume that for
any nonzero vector x̄ ∈ K̃(x∗) the inequality x̄>Lxx(x∗, w∗)x̄ > 0 holds. Then system (36) with
τ > 0 is asymptotically stable at the isolated local solution point z∗. The discrete version of the
method converges locally with a linear rate, if the stepsize is constant and su�ciently small.

The proof is nearly identical to the proof of the Theorem 3.2.
Consider the simpli�ed version of method (36). Suppose that along the trajectories of

system (36) the following condition holds

h(x(t, z0)) + p(t, z0) ≡ 0c.

From this equality we can de�ne p as a function of h. We exclude from system (36) the
additional vector p and integrate the system which does not employ this vector:

dx

dt
= −Lx(x,w(x)), (39)

where
Γ(x)w(x) + Φx(x)fx(x) = τ

[
g(x)
0c

]
, (40)

Γ(x) = Φx(x)Φ>
x (x) +

[
0mm 0mc

0cm G(−h(x))

]
.

Along the trajectories of (39) we have

dg

dt
= −τg(x),

dh

dt
= −G(−h(x))v(x), (41)

df

dt
= −‖Lx(x,w(x))‖2 − ‖J>(−h(x))v(x)‖2 + τu>(x)g(x).

Let us show that the solution x(t, x0) does not leave the set X for any t > 0, if x0 ∈ X.
Suppose this is not true and let hi(x(t, x0)) > 0 for some t > 0. Then there is a time 0 < t1 < t
such that hi(x(t1, x0)) = 0 and ḣi(x(t1, x0)) > 0. This contradicts (41) since θi(0) = 0. Hence
x(t, x0) ∈ X for all t ≥ 0. Thus the Jacobian J(−h(x)) plays the role of a �barrier� preventing
x(t, x0) from intersecting the hypersurface hi(x) = 0. The trajectory x(t, x0) can approach the
boundary points only as t → +∞. If the initial point x0 is on the boundary, then the entire
trajectory of system (39) belongs to the boundary.

Method (39) is closely related to method (14). Let us consider Problem (11), assuming that
P = Rn

+. We have two alternatives: we can use methods (14) or (39). The main computational
work required in any numerical integration method is to evaluate the right-hand sides of the
systems for various values of x. This could be done by solving the linear system (15) of
m equations or system (40) of m + n equations, respectively. One might suspect that the
introduction of slack variables p increases the computational work considerably. However, by
taking advantage of the simple structure of equation (40), we can reduce the computational
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time by using the Frobenious formula for an inverse matrix [5]. After some transformations we
�nd that formulas (39), (40) can be written as (14), (15), respectively, if in the last formulas
we take

G(x) = D(µ(x)), µi(xi) =
θi(xi)

1 + θi(xi)
, 1 ≤ i ≤ n.

Therefore, the performances of both seemingly unrelated methods are very similar.

5 BARRIER-NEWTON METHOD

Let us consider Problem (11) supposing that all functions f(x), gi(x), 1 ≤ i ≤ m, are at least
twice continuously di�erentiable. Assume also for simplicity that P = Rn

+ and the transforma-
tion ξ(y) has the component-wise form (20).

Equation (15) can be rewritten as

gx(x)D(θ(x))Lx(x, u(x)) = τg(x). (42)

Therefore, if the space transformation ξ(y) satis�es C2 and x is a regular point such that

D(θ(x))Lx(x, u(x)) = 0n,

then [x, u(x)] is a Kuhn�Tucker point of Problem (11). In Section 3 we used the gradient
method for �nding a solution x of this equation. Now we will apply Newton's method for this
purpose. The continuous version of Newton's method leads to the initial value problem for the
following system of ordinary di�erential equations

Λ(x)
dx

dt
= −D(α)D(θ(x))Lx(x, u(x)), x(t, x0) = x0, (43)

where α ∈ Rn is a scaling vector, Λ(x) is the Jacobian matrix of the mapping D(θ(x))Lx(x, u(x))
with respect to x:

Λ(x) = D(θ̇)D(Lx) + D(θ)Lxx + D(θ)g>x
du

dx
. (44)

Here all matrices and vectors are evaluated at a point x and the function u(x) is de�ned from
(42). By di�erentiating equality (42) with respect to x, we obtain

gx

[
D(θ̇)D(Lx) + D(θ)Lxx + D(θ)g>x

du

dx

]
+ E = τgx, (45)

where E(x) denotes the m× n matrix with the elements

eij(x) =
n∑

k=1

θk(x)
∂2gi(x)

∂xk∂xj

∂L(x, u(x))

∂xk
.

Let us assume that x is a regular point of Problem (11). From (42) and (45) we �nd that

u = Γ−1[τg − gxD(θ)fx], Γ = gxD(θ)g>x ,

du

dx
= Γ−1[τgx − gxD(θ̇)D(Lx)− gxD(θ)Lxx − E]. (46)

Using the notations T (x) = g>x (x)Γ−1(x), Ω(x) = T (x)gx(x), we obtain after substitution of
(46) into (44)

Λ = [In −D(θ)Ω][D(θ)Lxx + D(θ̇)D(Lx)] + D(θ)T [τgx − E].
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Lemma 5.1. Let conditions of Theorem 3.2 be satis�ed at the point [x∗, u∗]. Then Λ(x∗)
is a nonsingular matrix.

Proof. Taking into account that E(x∗) = 0mn at the Kuhn�Tucker point [x∗, u∗], we obtain

Λ(x∗) = τD(θ(x∗))Ω(x∗) + [In−D(θ(x∗))Ω(x∗)][D(θ(x∗))Lxx(x∗, u∗) + D(θ̇(x∗))D(Lx(x∗, u∗))].

Hence the matrix Λ(x∗) coincides with the matrix Q which was introduced in (25). It was shown
in the proof of Theorem 3.2 that all eigenvalues of this matrix are real and strictly positive.
Therefore, Λ(x∗) is nonsingular.

Theorem 5.1. Let conditions of Theorem 3.2 be satis�ed at the point [x∗, u∗]. Then for any
scaled vector α > 0n and any τ > 0 the solution point x∗ is an asymptotically stable equilibrium
point of system (43) and the discrete version

xk+1 = xk − hkΛ
−1(xk)D(α)D(θ(xk))Lx(xk, uk), uk = u(xk) (47)

locally converges with at least linear rate to the point x∗ if the stepsize hk is �xed and hk <

<
2

max
1≤i≤n

αi

. If the matrix Λ(x) satis�es a Lipschitz condition in a neighborhood of x∗, if hk = 1

and α = e, then the sequence {xk} converges quadratically to x∗.

Proof. The right-hand side of system (43) is a di�erentiable mapping at x = x∗. Therefore,
we have

D(θ(x))Lx(x, u(x)) = D(θ(x∗))Lx(x∗, u(x∗)) + Λ(x∗)δx + Φ(δx),

where δx = x− x∗, ||Φ(δx)|| = O(||δx||2).
Linearizing system (43) at the point x∗, we obtain

δẋ = −Q̂(x∗)δx, Q̂(x∗) = Λ−1D(α)Λ(x∗).

The stability of this system is determined by the properties of the roots of the characteristic
equation

det (Q̂(x∗)− λIn) = 0.

Matrix Q̂(x∗) is similar to matrix D(α); therefore, they have the same eigenvalues λi =
= αi > 0, 1 ≤ i ≤ n. According to Lyapunov linearization principle the equilibrium point x∗
is asymptotically stable. The proof of the other statements of this theorem is nearly identical
to the proof of Theorem 3.2 and to the proof of convergence of Newton's method.

System (43) has the �rst integral

D(θ(x(t, x0)))Lx(x(t, x0), u(x(t, x0))) = D(e−αt)D(θ(x0))Lx(x0, u0),

where u0 = u(x0), D(e−αit) is a diagonal matrix whose i-th diagonal element is e−αit. Taking
into account (42), we obtain

g(x(t, x0)) = τ−1gx(x(t, x0))D(e−αt)D(θ(x0))Lx(x0, u0).

Hence, if the trajectory x(t, x0) remains in a bounded set, where the CQ holds, then ‖g(x(t, x0))‖
→ 0 as t → +∞.
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Suppose that Problem (11) is such that gxD(θ)TE = 0mn. This condition is satis�ed, for
example, for a linear programming problem. It is easy to prove that in this case

gx(x)Λ(x) = τgx(x), gx(x) = τgx(x)Λ−1(x).

Therefore, by di�erentiating g(x) along the solutions of (43), we have

dg

dt
= −gx(x)Λ−1(x)D(α)D(θ(x))Lx(x, u(x)) = −1

τ
gx(x)D(α)D(θ(x))Lx(x, u(x)).

If α = e ∈ Rn, then using relation (42) we obtain �nally:

g(x(t, x0)) = g(x0)e
−t.

We come to the conclusion that the feasible manifold g(x) = 0m is asymptotically stable. The
trajectory initiating at a point x0 ∈ X does not leave the feasible set. The method (47) was
considered in [20] in the case where P = Rn and D(θ(x)) ≡ In.

6 CONCLUSION

In this paper we have shown that various numerical algorithms can be constructed on the basis
of space transformation. We hope that our approach adds new general insight to Karmarkar's
algorithm which is so popular in the West and up to now is used only for the linear programming
problem. Generalization of this approach, computational aspects, choice of a stepsize and
application to linear programming are beyond the scope of the present paper. We aim to
publish all these results in English in a near future.
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