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This work continues the development of the author's con-
siderations about using multistage (or continuous) version of
VaR-criterion in portfolio management. In the market of quite
arbitrary nature, principles for constructing the optimal port-
folio of an investor with own view on market properties and
own risk preferences are established. These principles allow
transgressing the bounds of both theory of second order of
Marcowitz in portfolio management and the standard VaR-
criterion often used in problems of portfolio hedging. In the
work, a scenario approach is applied. In the space of all combi-
nations of some factors which operate in the market and gen-
erate the random return of all market securities, a �nite subset
is chosen that can be considered as a representative sample of
the original factor space. The cardinality of this subset will
determine the precision of the investor's problem solution and
should be coordinated with the multiplicity of market instru-
ments. Some examples are considered, which demonstrate the
e�ciency of the developed method. It is shown how uniformly
the problems of managing an arbitrary securities portfolio and
hedging can be described.

This work continues author's investigations presented in [1, 2].
An arbitrary one-period market with N elementary securities ŝi; i 2
I = f1; : : : ; Ng, is considered. We treat a security as elementary
if it can not be represented as a linear combination of some others.
Below we use vector and matrix noti�cations, so we denote a set of
all ŝi; i 2 I, as a vector ŝ. Their prices are given as mi = jŝij ; i 2 I.
In the market, there operate some factors, which a�ect the actual
random return on securities. All their combinations form a space

0. We choose in this space a �nite subset 
 � 
0, which can
be considered as a representative sample of the original set 
0. All
these sampling points will be referred to as scenarios. We call for

 = I. A single long position in ith instrument ŝi generates the
random return yi. We denote the return on instruments ŝi; i 2 I,
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under scenarios j 2 
, as ŝi(j) = yij ; they form a matrix Y. Let's
introduce new instruments. We determine an instrument ui; i 2 I, as
the basic instrument if ûi(j) = �ij ; i 2 I, where �ij is the Kroneker

symbol. If we replicate û by ŝ in the form ûi =
X
j2I

zij ŝj , or û = Zŝ,

we readily derive that Z = Y�1 (we assume that the matrix Y�1

exists), and so û = Y�1ŝ. If we neglect all transaction costs we get
cT = Y�1mT , where ci = jûij ; i 2 I, are prices of basic instruments,
and superscript T denotes the operation of transposition. We can
attach to these prices a probability sense by multiplying them all by

normalizing factor rrf = 1=
X
i

ci. The point is that the sum of all

basic instruments forms a single risk-free instrument. So the factor
rrf determines the risk-free return relative that can be received in
the market (typically rrf > 1) and c0 = rrfc can be interpreted as
implied scenario probability vector.

Next we describe an arbitrary investor, which has own market
property forecast and own risk preferences. Investor's forecast is
given by a vector d = (d1; d2; : : : ; dn) of scenario probabilities, which
does not need to coincide with vector c0. Investor's risk preferences
are given by a continuous monotone non-decreasing critical return
function Bcr("); " 2 [0; 1]. We require PtfR < Bcr(")g � " for all
" 2 [0; 1], where PtfEg is a probability measure of the event E as
forecasted by our investor, and R is the random return on the in-
vestment. To solve this problem we use Neuman-Pearson method [3].
A likelihood ratio vector l = (l1; l2; : : : ; ln), where li = ci=di, is in-
troduced and all scenarios from I are being reordered in diminishing
order of these ratios. We denote by � = (�1; �2; : : : ; �n) a one-to-one
mapping of I onto itself corresponding to the above order. This map-
ping can be also given by a substitution matrix � = k�ijk, for which
�ij = 1 if j = �(i) and �ij = 0 otherwise, i; j 2 I. Now, with the help
of this matrix, we can �nd the reordered vector dTro = �dT . Then
we determine vector " by the rule: "k = PtfXkg =

P
i�k d�(i), where

Xk = (�1; �2; : : : ; �k). Also we �nd investor's risk preference vector
b = (b1; b2; : : : ; bn), where bk = Bcr("k).

This information su�ces to derive investor's optimal portfolio ĝ
and its properties. It holds

ĝ = (
X

)ibiû�(i) = b�ûT = gŝT ;

where g = b�Y�1.
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The value of this optimal portfolio (i.e. the investment amount)
is

jĝj = b�Y�1mT = gmT :

Optimal average return of the investor is

Ropt = b�dT

and optimal average return relative is

ropt = Ropt=jĝj = (b�dT )=(gmT );

which must be greater than rrf .
Example 1. We wish to apply the above approach to a simpli�ed

version of the roulette game. We assume that the roulette has only
36 cells and does not have a \zero" cell. The player has own view
on roulette properties. It is readily seen that elementary instruments
can in this example be identi�ed with basic ones. As such, we can
choose the stakes of our player on arbitrary one cell of all 36 cells.

Let's suppose that, in contrast to casino, the player thinks the
probability of roulette halt is the largest for 13th cell and equals
1.09/36, and is the lowest for opposite 31st cell and equals 0.91/36.
In intermediate cells, the probability varies linearly. Also, we take
the risk preference function of the player in the form Bcr(") = "
 ; " 2
[0; 1]. It is obvious that rrf = 1:00 for all 
 > 0. If 
 = 4 (i.e. the
player is very much inclined to the risk) the use of Neuman-Pearson
procedure provides the optimal portfolio (i.e. combined stake), for
which the largest weight falls on 13th cell and the lowest weight falls
on 31st cell. Also, the scattering of weights is signi�cant. The �nan-
cial properties of this portfolio are as follows:

jgj = 0:20; Ropt = 0:21; ropt = 1:06:

If 
 = 0:25 (i.e. the player is averse to the risk to great extent)
then, analogously, the largest weight of the optimal portfolio falls on
13th cell and the lowest weight falls on 31st cell. But this time, the
scattering of weights is very small. Therefore �nancial results of this
portfolio are much more modest. This is testi�ed by comparison of
average returns relative in both cases:

jgj = 0:80; Ropt = 0:81; ropt = 1:01:

6



Example 2. Let's consider a one-period option market and an in-
vestor, which has own view on market behavior in the future and own
risk preferences in the form of function Bcr(") = "
 ; " 2 [0; 1]. It is
reasonable to take the underlier's price as the only factor a�ecting the
prices of all options. For simplicity, we assume that, in the market, 10
call options trade with the successive strikes a+0:1; a+0:2; : : : ; a+1:0,
where a is some reference price. As it was agreed, we have to choose
a sample of exactly 10 values | scenarios | of underlier's prices.
As such we take the same sequence but shifted to the right of 0:1.
Remembering the payo� pro�le of the call option we obtain that the
�rst line of the matrix Y is the vector (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9, 1.0). By analogy, the second line of this matrix is derived
from this line by shifting it of one position to the right, throwing
away the rightmost number and putting a zero in the �rst position.
And so forth, until the last line. Let's suppose that

m = (0:52; 0:43; 0:34;0:27;0:20; 0:14; 0:09;0:06;0:03; 0:01):

Consider the �rst case when the investor estimates the market as less
volatile than it is evidenced by call prices. Therefore we can set, for
example,

d = (0:08; 0:09;0:10; 0:11; 0:12;0:11;0:10; 0:09; 0:08;0:07)=0:95 :

If investor's critical return function is Bcr(") = "4; " 2 [0; 1], we
derive by applying standard Neuman-Pearson procedure the optimal
portfolio in the form (here rrf = 1:05)

g = (0:006; 0:12;0:58;1:77; 4:23;�10:87;0:05;2:77; 1:04; 0:28):
Its parameters are

jgj = 0:21; Ropt = 0:26; ropt = 1:25:

If, however, the investor with the same risk preferences supposes that
the market volatility will increase and so, for example,

d = (0:11; 0:10; 0:09; 0:08;0:07;0:08; 0:09; 0:10;0:11;0:12)=0:95

(i.e. the market and the investor simply exchange their roles in com-
parison with the �rst case), the vectors " and b remain as previously
and all �nancial characteristics of the optimal portfolio are the same
too (here again rrf = 1:05):

jgj = 0:21; Ropt = 0:26; ropt = 1:25 :
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However, the optimal portfolio itself, which is given by the vector

g = (5:83;�9:95; 2:77; 1:04; 0:28;0:04;0:12; 0:58; 1:77;4:23);
undergoes a very thorough change.

As supplement to this example, let us now address to the hedge
problem. Formally, the distinction of this problem from one just
considered becomes apparent when investor choose a special type of
the critical return function. If, for example, the investor wishes to
eliminate the downside risk of the underlier's price reduction, he or
she can add to the original function, say Bcr(") = "
 , the positive
constant h, which determine the minimal return for investor. Letting
that the market and investor's forecast are given as formerly and
investor's risk preferences are given by the function Bcr(") = "4 +
h; " 2 [0; 1], we could �nd optimal portfolios for various h by the
same way as we did it above for the case h = 0. The hedge problem,
however, is being usually stated slightly otherwise. One needs to �nd
such a value h that it holds jĝj = �h for some � < 1 prescribed by
the investor. To solve this problem we need to organize � search
of desired h, at which this relation is valid. We carry out a series
of computations for prescribed � and for a set of values of h, as we
did it above. Let, for example, � = 0:8, i.e. our investor's desire
is not to lose more than 20% of investment amount. Setting 0:5
and 1:0 as start values for h and using Newton approach together
with dichotomy considerations we can quickly seek out an appropriate
value of hwith the precision of, say, 0:01. As it can be ascertained, our
investor's hedge problem is solved by the value h = 0:71. At that jgj =
0:887; ropt = 1:097. Comparing this average return relative (1:10) to
the average return relative without hedge (1:25) shows that hedging
comes for investor to substantial decline in average yield. In fact, such
hedging with the parameter h means that the investor does not state
own risk preferences in advance. Rather they are being constructed as
the investor receives results of test computations. To some extent, it
contradicts to philosophy, which is advocated in this work. However,
it also testi�es that such dialog procedure used by investor to work
out the risk preferences is meaningful and can entirely be realized in
the analyzed model.
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A multicommodity 
ow network [1] is called symmetrical hierar-
chical (SHN) if its logical graph has the structure of a star (i.e., the

source-sink pairs are given in the form (v0; vi); i 2M def
= f1; : : : ;mg,

with the common source v0 ) and all demands are equal to d.
It is known that the physical structure of a star possesses poor

properties of survivability. There are two ways to increase the surviv-
ability of SHN: to create an additional circular structure connecting
all the sinks and to extend the capacity of the radial edge. Let c
be an initial capacity vector of SHN. Then survivability of SHN is
de�ned by �g
 (c) as follows:

�g
 (c) = min
y2Y
(c)

max
z2Z(y)

min
i2M

zi
d
;

where Y
 (c) = fy � 0j
2mX
i=1

yi = (1 � 
)
2mX
i=1

ci; y � cg and Z(y) is

the set of all feasible multi
ows z = (z1; : : : ; zm) in the network with
capacity vector y. Here 
 2 (0; 1) is a parameter which characterizes
the power of network destruction.

In this paper, we consider survivability of SHN taking into account
destruction of the main radial edge, the circular and radial reserve,
and compare the e�ciency of circular and radial reserve.
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Lemma 1. Let c = (d; : : : ; d; t; : : : ; t) be the capacity vectors of
SHN with circular reserve, and reserve value t = md=8. Then

�g
 (c) =

8<:
1� 
(1 + m

8 ); if 
 � 
�;
1 + (14 � 
)m � 1

8
m
2; if 
� < 
 < �
;

0; if 
 � �
;

where 
� = 2m
(m�1)(m+8) , �
 = 2m+8

m(m+8) .

Lemma 2 Let c = (d+t; : : : ; d+t; 0; : : : ; 0) be the capacity vectors
of SHN with radial reserve, then

�g
 (c) =

�
(d+t)(1�m
)

d ; if 
 < 1
m ;

0; if 
 � 1
m :

Lemma 3. Let c0 = (d; : : : ; d; t; : : : ; t); c00 = (d + t; : : : ; d +
t; 0; : : : ; 0) be the capacity vectors of SHN with circular and radial
reserve correspondingly, with reserve value t = md=8. Then we have8<:

�g
 (c
0) < �g
 (c

00) if 
 < 
̂;

�g
 (c
0) = �g
 (c

00) if 
 = 
̂;

�g
 (c
0) > �g
 (c

00) if 
̂ < 
 < �
;

where 
̂ = m
(m�1)(m+8) , �
 = 2m+8

m(m+8) .
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Resources Allocation in Industry with De�cit of
Circulating Assets?

A.V. Akparova
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This paper is devoted to modeling of functioning of in-
dustry. We consider a generalization of Houthakker-Johansen
model. It takes into account peculiar properties of Russian
economy such as di�erent price structure on Russian and world
markets, peculiarities of Russian monetary system, producers'
de�ciency of 
oating assets, ine�ective resources allocation,
and incomplete production capacity.

Patterns of Party Competition in British and
Russian General and Finnish Municipal Elections

Fuad Aleskerov
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key words: elections, constituencies, over-time stability
A classi�cation of the electoral outcomes is given in the

parliamentary elections in the constituencies of Great Britain
and Russia in terms of the relative support of the main par-
ties. Then the over-time stability of the competitive settings
in various constituencies is analyzed. Next the same problem
is solved for seven most recent Finnish municipal elections. It
turns out that only very few classes are needed to characterize
the average patterns of support distribution. Our main �nding
is that out of thousands of conceivable over-time trends only
few are needed to characterize the support development in all
three countries.

Party competition belongs to the traditional foci of political re-
search. Like in any competition, the successful strategies of parties
depend on the strategies of the competitors and on the rules of the
game. In party competition the latter consists primarily of the elec-
toral system. What works in a system of single-member constituen-
cies, may not work in multi-member ones. In fact, two well-known

?The work is supported by RFBR (N02-01-00854) and by the program of
State Support of Leading Scienti�c Schools (1843.2003.1)
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principles of electoral behavior, viz. Duverger's Law and Duverger's
Hypothesis, state that certain types of electoral systems give rise
to speci�c types of party systems (see Duverger, 1954; Riker, 1976;
Riker, 1982). There may be interesting principles also within a given
electoral system. Our focus is on such principles. More speci�cally,
we shall study the patterns of electoral competition prevailing in a
given system over time, i.e. over a period of several elections. We in-
troduce a method for grouping election outcomes into classes accord-
ing to the nature of competition prevailing in various constituencies.
Once we have determined the clusters (\system states") of nearly
identical electoral support our next task is to look at the \movements"
from one cluster to another that have occurred in districts over the
span of several recent elections. We thus present a method of �nding
out the natural states and state transitions viewed from the angle of
electoral support. We present the distribution of constituencies in
Great Britain (separately for England, Scotland and Wales) general
elections of 1992, 1995 and 1999 over various types including the dy-
namics, i.e. the over-time movements of constituencies from one type
to another as well as the most common time-paths in the observed
three elections. We solve the same problem for the constituencies in
Russia during last three general elections. Although national elec-
tions are generally viewed as most signi�cant, local elections are also
important in political systems where the political authority is decen-
tralized to geographically de�ned units. We give a short exposition
of Finnish party system and then we proceed with the same type of
analysis in a sequence of seven most recent municipal elections. What
we are interested in is whether it is possible to classify the Finnish
municipalities into classes with similar support distribution patterns.
It is of course trivial to argue that no two municipalities are identi-
cal, but then again it is obvious that small changes in support do not
necessarily mean essential changes in the competition setting. What
we suggest is that there is a way of �nding out clusters of similar mu-
nicipalities so that the distinctive features of the party competition
are nearly identical within each cluster.
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Numerical Methods of Abstract Convex Analysis
Mikhail Andramonov
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Mathematics and Mechanics, Russia

In 1999 We proposed an e�cient method of global optimization
called a cutting angle algorithm. It has been proved to be more
e�cient with respect to simulated annealing and simple B & B.

The method is applicable to problems with star-shaped and ar-
bitrary Lipschitz functions and solves problems with up to 100 vari-
ables.

The extensions of method are able to optimize non-convex in-
creasing functions. This possibility is very important for mathemati-
cal economics. The approach is based on the use of min-plus algebra
and disjunctive programming, so we have developed some methods
of relaxation and reduction to such sub-problems.

The results of numerical experiments are very interesting.

Unimodality of the Simpliest Gaussian Mixture
with More Than Two Components

N.N. Aprausheva, Mollaverdi Naser, and S.V. Sorokin

Computing Centre of RAS, Moscow

e-mail: plat@ccas.ru, nasermus@yahoo.com

key words: Gaussian mixture, contracting operator, unimodality

Popularity of �nal Gaussian mixtures as universal approx-
imater causes the solution of such mathematical problems as
de�nition of the modes and the preliminary estimation of their
number connected with property of their unimodality. Gener-
ally the problem of a unimodality of a Gaussian mixture is not
solved. In the known papers only two-component mixtures,
k = 2, are investigated. In this paper, on the basis of a princi-
ple of contracting maps and classical theorems of the mathe-
matical analysis some su�cient conditions for unimodality of
mixture of k normal distributions with equal variances and
with various expectation values �i, i = 1; : : : ; k, 3 6 k < 1
taken with the a priori probabilities �i are obtained.
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Impulse Control Problem with State Constraints?
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In this article, a non-�xed time impulsive control problem
with state constraints and equality and inequality constraints
on the trajectory endpoints is considered. For smooth prob-
lem a nondegenerate Maximum Principle is derived by using
a penalty function method. In addition to the main result
for nonsmooth (measurable) in t problem weakened Maximum
Principle is obtained where time transversality conditions are
deduced with the help of some extra convexity supposition on
state constraints.

Statement of the problem. We shall address the following
impulse control optimization problem:

J(p; u; �) = e0(p)! min; (1)

dx = f(x; u; t)dt+ g(x; t)d�; t 2 [t0; t1]; (2)

e1(p) � 0; e2(p) = 0; '(x; t) � 0;

u(t) 2 U � IRm; � � 0;

p = (x0; x1; t0; t1); x0 = x(t0); x1 = x(t1):

Here e1, e2, ' are given vector-functions with values in <kj , j =
1; 2; 3, respectively, t 2 <1 is the time variable, � is a nonnegative
scalar valued Borel measure on time interval [t0; t1], referred to by

?Research of the �rst author is supportedby RFBR (grantN02-01-00334), the
second authors is supported by RFBR (grants N02-01-00334, 04-01-00619) and
that of the third author by INVOTAN and by FCT, under the project CorDyAL.
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impulse control, and x is the state variable with values in <n. The no-
tation \a.e." stands for almost all t 2 [t0; t1] with respect to Lebesgue
measure. The vector u with values in <m is called control. An admis-
sible control is an essentially bounded measurable function u(t) such
that u(t) 2 U a.e.. The vector p 2 <2n+2 is called endpoint. Suppose
that all functions are continuously di�erentiable in all arguments, the
vector function f is linear in u, the set U is convex and closed.

The aim of this article is to derive necessary conditions for op-
timality in the form of a nondegenerate maximum principle (MP )
for problem (1). Say that MP degenerates if condition (3) doesn't
hold. Accordingly the main our result is nondegenerative MP, which
consists in theorem 1. Note here, that MP for impulsive systems with
state constraints was researched by many authors [2, 6, 8, 10]. How-
ever no one of pointed authors was not interested in nondegeneracy
problem in impulse control. The nondegeneracy problem is impor-
tant problem in optimal control and for convenient optimal control
problem with state constraints was researched by Ferreira and Vinter
[4], Dubovickies [3] and others.

Hypotheses. Let us formulate basic de�nitions and assump-
tions we use below. De�nition of regularity of endpoint and state
constraints and de�nition of compatibility of state constraints with
endpoint constraints are given in [1].

De�nition. The admissible trajectory x(t), t 2 [t0; t1], is called
controllable at the end points (with regard to state constraints), if
there exist uk 2 U and mk 2 [0;+1), k = 0; 1; such that

(�1)k
h
hf(xk; uk; tk) + g(xk; tk)mk; '

j
x(xk; tk)i+ 'jt(xk; tk)

i
< 0

8j s.t. 'j(xk; tk) = 0: Here xk = x(tk), k = 0; 1.
We adopt the concept of solution to (2), following the one �rstly

given in [5].
The main result. Let � = (�0; �1; �2) and consider the following

scalar functions

H(x; u;  ; t) = hf(x; u; t);  i; Q(x;  ; t) = hg(x; t);  i;

l(p; �) =
2X

j=0

hej(p); �ji:

Theorem 1. Let (p�; u�; ��) be a solution to problem (1). Sup-
pose that state constraints are compatible with endpoint constraints,
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the state and endpoint constraints are regular and the optimal tra-
jectory is controllable. Then, there exist

number �0 � 0, vectors �1 2 <k1 , �1 � 0, �2 2 <k2 ,
vector function  2 V n(T �), scalar function ' 2 V (T �),
vector measure � = (�1; ::; �k3), �j 2 C�+(T

�), s.t. Ds(��) \
Ds(�j) = ; 8j, and

for every atom r 2 Ds(��), there exist its own vector function
�r 2 V n([0; 1]), scalar function �r 2 V ([0; 1]), and vector measure
�r = (�1r ; : : : ; �

k3
r ), �jr 2 C�+([0; 1]), j = 1; ::; k3, such that  (t) =  0�

tZ
t�0

Hx(s)ds �
Z

[t�0 ;t]

Qx(s)d�
�
c +

Z
[t�0 ;t]

'>x (x
�; s)d� +�( ; t); t 2 (t�0; t

�
1];

�( ; t) =
X

r2Ds(��); r�t

[�r(1)� (r�)];�('; t) =
X

r2Ds(��); r�t

[�r(1)�'(r�)];

'(t) = '0+

Z t

t�0

Ht(s)ds+

Z
[t�0 ;t]

Qt(s)d�
�
c�
Z
[t�0 ;t]

'>t (x
�; s)d�+�('; t); t 2

(t�0; t
�
1];

8>><>>:
d��r(s) = g(��r (s); r)�

�
rds; s 2 [0; 1];

d�r(s) = �g>x (��r(s); r)�r(s)��
rds+ '>x (�

�
r(s); r)d�r; s 2 [0; 1];

d�r(s) = hgt(��r(s); r); �r(s)i��
rds � '>t (�

�
r(s); r)d�r; s 2 [0; 1];

��r(0) = x�(r�); �r(0) =  (r�); �r(0) = '(r�); ��
r = ��(frg);

 0 =
@l

@x0
(p�; �);  1 = � @l

@x1
(p�; �);

'0 = � @l

@t0
(p�; �); '1 =

@l

@t1
(p�; �);

hg(��r(s); r); �r(s)i = 0 8s 2 [0; 1] 8r 2 Ds(��);

supp(�jr) � fs 2 [0; 1] : 'j(��r(s); r) = W j(��r(s); r) = 0g 8j;
h�1; e1(p�)i = 0;

'j(x�(t); t) = 0 �j-a.e. 8j;
max
u2U

H(u; t) = H(t) a.e.; max
u2U

H(u; t) = '(t) 8t 2 (t�0; t
�
1);

Q(t) � 0 8t; Q(t) = 0 ��-a.e.;

�0 + L
�
ft : j (t)j > 0g

�
+

X
r2Ds(��)

L
�
fs : j�r(s)j > 0g

�
��
r = 1: (3)
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Here we adopt the following short notation:
T � = [t�0; t

�
1],  k =  (t�k), 'k = '(t�k), �

�
k = ��(ft�kg), k = 0; 1,

H(t; u) = H(x�(t); u;  (t); t), H(t) = H(t; u�(t)),
Q(t) = Q(x�(t);  (t); t), Hx(t) = Hx(x

�(t); u�(t);  (t); t), : : : , etc.
In other words, if H, Q or their partial derivatives miss some of
arguments x,  , u, then it is understood that the values x�(t),  (t),
and u�(t) are considered in their place.
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Research of the Soros Equation for the Currency
Exchange Market

O.B. Bairamov

Computing Centre of RAS, Moscow

e-mail: ereshko@ccas.ru

In [1], there are described basic macroeconomic processes in
u-
encing the exchange rate of national currency and thoughts of the
importance of some the reasonings parameters is shown. Designa-
tions, used in reasonings:
e|exchange rate of national currency; iint| nominal internal inter-
est rate; iext | nominal external interest rate; N | not speculative
movement of the capital; S | speculative movement of the capital;
T | trade balance.

For convenience, we shall consider that all processes go \out"
of the country, i.e. positive S means import of the capital (instead
of export, as in [1]), and N is nonspeculative export of the capital
(instead of import, as in [1]), which de�nes, basically, service of the
external loans. In general reasonings, the exchange rate is de�ned by
a supply and demand of currencies:

# T+ " N+ # S =)# e:
The given statment means that decreasing of trade balance (T )

leads to growing of nonspeculative export of the capital (N ) and de-
creasing of speculative import of the capital (S), the exchange rate
of national currency (e) should decrease. As well as in a case of
share market, the feedback between some variable, �rst of all be-
tween S and e is observed. In connection with that, the international
capital searches for the strongest currency, i.e. the foreign investors
will translate the means in currency of that country, which becomes
stronger in relation to rests.

In [1], the assumption is introduced that trade balance and non-
speculative export of the capital do not depend on expectations of
the participants concerning the future exchange rate of currency, and
are determined by a today's condition of a system. Moreover, the
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important assumption is that for an open economy the in
uence of
movement of the capital, by virtue of its volume, is much more than
in
uence of the trade balance. Dynamics of movement of the specu-
lative capital is set by the following relation:

" (e + iint) =)" S:

It means that speculative capital is involved with becoming stronger
national currency and high internal percentage rates. Thus the in
u-
ence is much more for speculative movement of the capital. There-
fore from the further reasonings iint is excluded. The feedback in
examined system expresses that the import of the speculative capital
depends on force of national currency, which in turn depends on \a
pure" 
ow of the capital, i.e. speculative import minus nonspecula-
tive export (thus both of them can be negative, that will mean, that
the country invests much abroad and receives back income, due to
these investment).

From here

" e =)" S =) N+ " e;

i.e. the growth of a rate results in import of the capital and, besides
the further growth of a rate, in increasing burden of its service. The
preference follows the trend, and if there is longer kept trend, the
preference becomes stronger. If there is macroeconomic reason, on
which the foreign capital began to come in the country, in due course
this process only becomes stronger. There is an accumulation of \hot"
money. In due course burden on service becomes long too large, it
appears that the national currency cannot be kept from devaluation,
and the process wavy goes in the opposite direction. According to
the given reasonings, we believe:

a) the rate of currency e depends on movement of S and N. Thus

S(k) = S(t); t 2 [4t � (k � 1);4 � k]

i.e. S(k) andN (k) are volumes of the comeing speculative and leaving
nonspeculative capital accordingly for a certain interval of time.

b) dynamics of the speculative capital is de�ned by previous chan-
ges of rate of currency. Thus the delay for 1 period takes place.

c) the country bears burden on service of the capital imported into
last 10 periods. Precisely the same as receives the due dividends from
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the capital which has been taken out from the country not longer of
10 periods back.

d) the \pure" 
ow of the capital is designated NCF (Net Capital
Flow) and is de�ned as a di�erence between speculative import and
nonspeculative export. The positive \pure" 
ow means in
ow of the
capital into the country, and negative | its 
ight. According to
the accepted assumptions, we shall write down parities describing
changes of the characteristics e, S and N in time (Soros equation for
the currency market):

e(t + 1) = e(t) + a � S(t + 1)

jS(t)j+ jN (t)j � c � N (t+ 1)

jS(t)j + jN (t)j ;
S(t + 1) = S(t) + d � (e(t) � e(t � 1));

N (t+ 1) =
�=tX

�=t�10

S(� ) � iext;

NCF (t) = S(t) �N (t):

Here a connects e and S, c connects e and N , d is the external in-
terest rate, which connects S and e. The given equations coordinate
speculative and nonspeculative 
ows of the capital to a rate of na-
tional currency. On the basis of it, modelling of behavior of system
were carried out supposing the values of a, c, d and iext are dis-
tributed on the following intervals: a(t) 2 [0:8; 1:2], c(t) 2 [0:8; 1:2],
d(t) 2 [400; 700], iext(t) 2 [12:5%; 15:5%]:
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A problem of production of the target for laser nuclear
fusion is an actaul one. The laser target is a thin polystyrene
shell with deuterium-tritium mixture cristallized on it's walls.
In this work the model of desublimation of hydrogen isotopes
inside a freezed spherical shell is preseneted. The essence of
this model is that the temperature of the gas is not constant
but given by Clapeyron-Clausius equation. The model implies
a system of heat conductivity and heat 
ow equtions. It is
perturbated in dimentionless variables. The problem is solved
with help of temperature functional extention of series of pow-
ers of small parameter. Approximations of temperatures of
substences are considered. Time when desublimation �nishes
is one of the most important chracteristics of the process. The
formula for the time was obtained. It gives an opportunity to
investigatage the process dependence on laser target parame-
ters and external temperature.

A problem of future energetic lack is important. A possibility
to solve it depends greatly on successful realization of the idea of
practical use of laser nuclear fusion by world phisical society. In 1985
the USA National Laboratry in Livermore constructed a sophisticated
laser setup (Nova Laser Facility) that is able to �re a laser target (LT)
by synchronized lazer beams from all sides simultaneously. But it has
almost no job till now because of absense of a veri�ed technology of
LT production and estimation.

The laser target is a polystyrene spherical shell with a layer of
solid hydrogen isotopes freezed to extremely low temperatures on its
walls. Process of transformation from gas substance to solid phase
takes place under fast freezing almost without appearance of liquid,
e.g. can be considered as desublimation. In this work the models of
desublimation studied in [1,2] are made more precise. The di�erence
of our model from the models descibed earlier is that the temperature
of gas inside LT is not a constant but depends on the pressure. And
the relation between temperature and pressure is given by Clapeyron-
Clausius equation.

Write down Clapeyron-Clausius equation:

dpg
dTg

=
�cr

Tg(vg � vcr)
;

where pg is gas pressure, Tg is gas temperature, �cr is speci�c heat
of sublimation, vi =

Vi
mi

= 1
�i
, i = g; cr is speci�c volume of the gas

and solid substance (cryogenic layer).
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We use in addition Mendeleev-Clapeyron equation and expantions
in Taylor's series to get:

Tg = ln

 

 +

1� 


(1� w(t)
r1

)3

!
R

�cr�

�
1

T0
� R

�cr�

��1
T0 + T0; (1)

where 
 =
vg
vcr

, T0 is temperature when desublimation begins, w(t) is
cryogenic layer thickhess. It is related with time.

Temperature of gas depends only on time and doesn't change
within coordinate. Temperatures of shell and solid hydrogen are de-
scibed by heat conductivity equations

�ici
@Ti
@t

=
1

r2
@

@r
r2ki

@Ti
@r

; i = cr; sh:

Boundaries shell-cryogenic layer and gas-cryogenic layer are descibed
by heat 
ow equations

ksh
@Tsh
@r

jr=r1 = kcr
@Tcr
@r

jr=r1 ;

��kcr @Tcr
@r

jr=r1�w(t) = �cr�cr
dw

dt
� �kg

@Tg
@r

jr=r1�w(t);
where r is distance from point inside the target to it's center, r1 -
inner radius of shell of LT, Ti(r; t) is temperature of shell (i = sh)
and cryogenic layer (i = cr), ki(T ) is coe�cient of heat conductivity,
ci(T ) is heat capacity, �i(T ) is density.

Boundary condition for the inner wall of cryogenic layer is given by
equation (1). For boudary cryogenic layer-shell claim the continuosity

Tsh(r1; t) = Tcr(r1; t):

At the external boundary of the shell we assume temperature to be
constant

Tsh(r1; t) = Text;

where Text is external temperature.
Starting conditions have no need to be written because they fade

away rapidly.
We make temperature, time and coordinates dimentionless in the

given system of equations. In a new problem, heat conductivity equa-
tions are perturbated. We use temperature expansions of functional
series of powers of small parameter. For the shell, we have
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tsh(x; �; "1; "2) = t
(r)
sh (x; � ) + t

(s)
sh (x; �; "1);

where tsh is dimentionless temperature, � is dimentionless time, x is
dimentionless coordinate, "i is small parameter,

t
(r)
sh (x; � ) = t

(0)
sh (x; � ) +

1P
k=1

"k1t
(k)
sh (x; � ) is a regular composition,

t
(s)
sh (x; �; "1) =

1P
k=1

exp
�
��k("1)�

"1

�
uk(x; "1) is a singular composi-

tion.
The same expansion takes place for temperature of cryogenic

layer.
Singular compositions in these series fading away rapidly. So that

ti � t
(0)
i ; i = cr; sh. And t

(0)
i is considered with methods used in

[1]-[2].
The most important characteristic of desublimation process is a

time it lasts. In our problem we can �nd a function t( �w) - time of
cryogenic layer dimentionless thicness tfin =

�
�wfinR
0

(1� �w)2Text(
2Text
�(1��)+2(�sh+T0+T0

R
�cr�

( 1
T0
� R
�cr�

)�1 ln[
+ 1�


(1� �w)3
])

�((Text+�sh)2�(�sh+T0+T0
R

�cr�
( 1
T0
� R
�cr�

)�1 ln[
+ 1�


(1� �w)3
])2)

d �w;

where

�wfin = 1�
3

vuuuut
1� 


exp

 
�cr�(Text � T0)(

1
T0
� R

�cr�
)

T0R

!
� 


is cryogenic layer thicness when desublimation �nishes. It is consid-
ered from phisical sense, e.g. understanding of a fact that t must
increase.

The obtained formula gives an opprtunity to investigate the de-
sublimation process dependence on laser target parameters and ex-
ternal temperature.
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Estimation of IBNR Using Full Information about
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The problem of estimation of IBNR (incurred but not
reported) claims reserves is quite important for an insurance
company. Most of methods used in practice for estimation of
IBNR claims consider aggregate claims information only. Hes-
selager (1994) suggested a new method which allows to use
information about the development of each claim. Accord-
ing to this method, the claims generating process for a non-
life insurance portfolio is modeled as a time-inhomogeneous
Poisson process. The development of a claim from occurrence
until �nal settlement is assumed to be a realization of a time-
inhomogeneous, continuous-time Markov chain. This means
that an unsettled claim is at any point in time assigned to
a state in some state-space, and transitions between di�erent
states are assumed to be governed by a Markovian law. All
claims payments are assumed to occur at the time of transi-
tion between states. We investigate the model with 3 states
(IBNR, RBNS, Settled), develop expressions for the mean and
the variance of IBNR, methods of estimation of unknown pa-
rameters of the model. Then we generate known loss experi-
ence from distributions with �xed parameters and compare the
value of generated claims, reserves estimated by chain ladder
method and reserves estimated by investigated method using
all information about claim's development.

Consider the process of occurrence and development of claims.
Every claim can be characterized by its amount, the moment of its
occurrence, the moment when it is reported and the moment when it
is settled. The problem is to estimate the value of incurred but not
reported claims (IBNR). There is a great variety of di�erent methods
of estimation of IBNR claims reserve. All these methods di�er not
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only in the method of approach but also in the amount of information
used.

We consider the approach suggested by Hesselager [1] for the
model with 3 states:

0 | IBNR,
1 | RBNS,
2 | Settled
and intensities of transition �01(u) and �12(u):

0
�01(u)
�! 1

�12(u)
�! 2

According to this method, the claims occurrence process for a non-
life insurance portfolio is modeled by a time-inhomogeneous Poisson
process. An unsettled claim is at any point in time assigned to a
state in some state-space. Transitions between di�erent states are
assumed to be governed by a Markovian law. For our model we have
homogeneous Markov chain. All claims payments are assumed to
occur at the time of transition from state 1 to state 2.

The expected value and varience of IBNR claims, according to
this approach, is

EXIBNR(� ) =
y12 � �
�01

(1� e��01� );

VarXIBNR(� ) =

�
�212 + y212

(�01 � �12)2

�201

�
� �

�01
(1� e��01� );

where XIBNR(� ) is the outstanding IBNR (at time � ) claims pay-
ments, � is the intensity of a Poisson process, fK(t)gt�0 is the number
of claims incurred during [0; t], y12 is the average claim amount paid
at time of transition from state 1 to state 2, �212 is the variance of
the claim amount paid at time of transition from state 1 to state 2,
pmn(x) is probability of transition from state m to state n during
time x, �mn lim

h!0+
pmn(h)=h is intensity of transition from state m to

state n.
We calculate transition probabilities pmn(x) by solving Kolmogo-

rov's di�erential equations [4]:

p00(s) = e��01s;

p11(s) = e��12s:
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We need to estimate parameters y12; �
2
12; �; �01; �12.

For estimation of �, consider a Poisson process fK(t)gt�0 | the
number of claims incurred during [0; t]. Let t1 be the time of occur-
rence of the �rst claim, t2 | the time of occurrence of the second
claim and so on. Then the sequence of �i, where �1 = t1 ; �2 =
t2 � t1 ; �3 = t3 � t2 ; : : : , is the sequence of independent identically
distributed random variables with exponential distribution. Having
statistics of �i, we can use the method of maximum likelihood [5] to
estimate the value of �.

Let �0 be the random variable for the time of being of the claim
in the state 0. Then

p00(x) = P (�0 � x) = 1� F�0(x):

We have F�0(x) = 1� e��01x. Having statistics of �0, we can use
the method of maximum likelihood to estimate the value of �01.

Similarly the random variable �1 can be de�ned. For it F�1(x) =
1�e��12x. Having statistics of �1, we can use the method of maximum
likelihood to estimate the value of �12.

Consider chain ladder method [3], which is one of the oldest and
widely spread for a long time methods.

Let Cik denote the accumulated total claims amount of accident
year i, 1 � i � I, either paid or incurred up to development year k,
1 � k � I.

So we know values, shown in the run-o� triangle:

C11 C12 : : : C1I�1 C1I

C21 C22 : : : C2I�1

C31 C32 : : :
...

...
CI1

The present moment is the diagonal of the triangle. The values
of Cik for i+ k � I +1 are known to us and we want to estimate the
values ofCik for i+k > I+1, in particular the ultimate claims amount
CiI of each accident year i = 2; : : : ; I. Then Ri = CiI � Ci;I+1�i is
the outstanding claims reserve of accident year i.

The chain ladder method consists of estimating the ultimate cla-
ims amounts CiI by

CiI = Ci;I+1�i � fI+1�i � : : : fI�1 2 � i � I ;
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where fk =

I�kP
j=1

Cj;k+1

I�kP
j=1

Cj;k

, k = 1; : : : ; I � 1, are the so-called age-to-age

factors.

In order to compare these two methods the computer generates
six accident years of known loss experience from distributions with
�xed parameters with a method suggested by Stanard [2]. For each
accident year a random number of losses is drawn from a normal
distribution with �xed mean and standard deviation. For each loss
the following random variables are drawn

- day of loss within accident year (uniform with minimum = 0,
maximum= 364)

- report lag in days (waiting time between accident date and re-
port date in days) (exponential with �xed mean)

- payment lag in days (waiting time between report date and
payment date in days) (exponential with �xed mean)

- payment amount (lognormal with �xed mean and standard de-
viation).

Then estimation of IBNR was calculated by chain ladder method
and by method using full information about development of claims.

For example, for the following set of parameters: mean of normal
distribution = 1500, standard deviation of normal distribution = 5,
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mean of lognormal distribution = 10, standard deviation of lognor-
mal distribution = 34, mean of report delay exponential distribution
= 30,mean of payment delay exponential distribution = 60 and the
number of iterations equl to 1000 we have:

Mean of error of the estimation, calculated by the method, using
full information about development of claims equals 3,44;

Variance of error of the estimation, calculated by the method,
using full information about development of claims equals 155000;

Mean of error of the estimation, calculated by the chain ladder
method equals -22,2;

Variance of error of the estimation, calculated by the chain ladder
method equals 201000.

For the following set of parameters: mean of normal distribution
= 1000, standard deviation of normal distribution = 100, mean of log-
normal distribution = 104, standard deviation of lognormal distribu-
tion = 348, mean of report delay exponential distribution = 30,mean
of payment delay exponential distribution = 60 and the number of
iterations equl to 10000 we have:

Mean of error of the estimation, calculated by the method, using
full information about development of claims equals 146;

Variance of error of the estimation, calculated by the method,
using full information about development of claims equals 10700000;

Mean of error of the estimation, calculated by the chain ladder
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method equals 59,3;
Variance of error of the estimation, calculated by the chain ladder

method equals 13400000.
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An annual premium life insurance policy with a possibility
of cancellation of the contract before the due date is consid-
ered. There is an option for the client to transfer the money
to the bank and to obtain an additional pro�t from the higher
market interest rate. This work describes a model of the opti-
mal behaviour of the insurance company and the policyholder
in conditions of variable market interest rate. The insurance
company sells a policy to the client and he has an option to
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cancel this contract at the beginning of each policy year. In
this model, the client observes the current market situation
and acts how it is more pro�table for him at the moment. The
insurance company must select its strategy at the moment of
policy issuing. We have built the model that allows the in-
surance company to manage the behaviour of the policyholder
and have formulated the rules that allow the company to ob-
tain a positive gain from signing a contract. This paper uses a
Vasicek model to describe the variability of the market inter-
est rate. Both players have the possibility to estimate future
values for the rate and calculate their estimated gains. If the
pro�t of both players will be positive, the insurance contract
will be signed.

Life insurance contract usually contains the cancellation option.
This paper considers the situation when the policy can be cancelled
because of additional gain that could be obtained by policyholder via
money transfer to a bank. In case of early cancellation, the client
will get a part of his policy reserve as a redemption. The challenge
for the insurer is to manage the behaviour of the client to optimize
own pro�t.

Let us introduce the following notation:
m | policy term in years (greater or equal than 2);
n | policy cancellation year (if n = 0, the policy is not signed, if

n = m the policy is not cancelled);
i | guaranteed interest rate used for pricing and reserving;
xt | a part of the reserve that is returned to the policyholder in

the case of cancellation at the year t;
X = (xt; t = 1;m) | penalty scheme for early cancellation se-

lected by insurance company;

tV | policy reserve at the end of year t;

v =
1

1 + i
| discount coe�cient;

bqp | a cost of one currency unit at time p+ q, discounted to time
p for the insurance company.

�q � bqp | a cost of one currency unit at time p+ q, discounted to
time p for the policyholder.

Let us assume that x0 = 0.
A game theory approach is considered. The players do their moves

one after another. The insurer makes the �rst move when he tells the
policyholder the penalty scheme X or the rules of penalties calcula-
tion during the policy due period. The policyholder makes the second
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move when he select the policy cancellation year.
The policyholder's and insurer's payo� functions are de�ned as a

discounted to the end of the year m values of premium and payment
stream:

G(n) = � P

�m � b10 � : : : � b1m�1
� P

�m�1 � b11 � : : : � b1m�1
� : : :

� P

�m�n+1 � b1n�1 � : : : � b1m�1
+

xn �n V
�m�n � b1n � : : : � b1m�1

(1)

for the policyholder and

F (x; n) =
P

b10 � : : : � b1m�1
+ : : :+

P

b1n�1 � : : : � b1m�1
� xn �n V
b1n � : : : � b1m�1

(2)
for the insurer.

The behaviour of the policyholder

Taking his decision, at the end of each year t = 1;m the policy-
holder compares the expected value of what he could get if the money
will be left at the insurance company, with what he can get from the
cancellation and acts to maximize his expected pro�t Gt:

8>>>>>><>>>>>>:

Gm = xm �m V
Gm�1 = max(xm�1 �m�1 V ; � � b1m�1 �Em�1[Gm]� P )
Gm�2 = max(xm�2 �m�2 V ; � � b1m�2 �Em�2[Gm�1]� P )
� � �
G1 = max(x1 �1 V ; � � b11 �E1[G2]� P )
G0 = max(0; � � b10 �E0[G1]� P )

(3)
If for some t it is true that Gt < Gt�1 and 8i = 1; t� 1; Gi =

Gi�1, then the client will cancel the policy at the year t� 1.
At the zero time moment the exact values of Gi are unknown, it

is only possible to estimate their means.
The behaviour of the insurer

The insurer tells the client the rules, according to that the penalty
scheme X is going to be built during the policy due period. The
scheme X is constructed as follows:

xi; i = 1; n; is de�ned at the moment i� 1 and depends on xi�1
like that:
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xi =
xi�1 �i�1 V + P + "i

� � b1i�1 �i V
� "i+1

iV
: (4)

The insurer tells the client the scheme " = ("i); i = 1;m, and the
scheme X is built from ". The choice of " is a strategy of the insurer.
The values "i are de�ned at the policy start, and they are known to
the client at the time of policy signing.

Let us assume that either "n < �"0 < 0, or "n > "0 > 0, where
"0 = const. Also, let us assume that by de�nition "m+1 = 0.

Theorem 1. If the penalty scheme X is constructed according to
the system of " using equations (4), then the policyholder, if acting
according to the equations (3), will cancel the policy at the end of
the year n, if "n+1 � "n+2 � "n+3 � : : : � "m < 0, and "i >
0; 8i = 1; n. The policy will not be cancelled before the due time if
"i > 0; 8i = 1; n.

Theorem 2. If the penalty scheme X is constructed by the scheme
" according to the equations (4), then G(k + 1) > G(k).

The gain of the insurance company

The strategy of the insurer is the selection of the scheme " that
de�nes the policy cancellation year. Each j"ij � "0 > 0.

According to the selected scheme " the penalty scheme X is con-
structed during the policy due period according to the equations (4).

The insurer, by selecting the scheme " at zero time moment, is
trying to maximize the mean of his payo� function F (k), where k is
a policy cancellation year. The selection of the scheme " de�nes the
policy cancellation year n(").

The mean of the insurer payo� function looks like follows

E0F (x; n) = E0 [
P

b10 � : : : � b1m�1
+

P

b11 � : : : � b1m�1
+ : : :+

P

b1n�1 � : : : � b1m�1
� xn �n V
b1n � : : : � b1m�1

:
(5)

We assume that there is no arbitrage on the market, so it means
that E0[b

1
0 � b11 � : : : � b1m � 1] = bm0 . Using this assumption we can

derive that the payo� function can be represented as follows:
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E0F (x("); n) =
"n+1 � bn0

bm0
+
bn�10

bm0
� (P � P

�
) +

bn�20

bm0
� (P � P

�2
)+

+ : : :+
b10
bm0

� (P � P

�n�1
) +

1

bm0
� (P � P

�n
� "1
�n

):

(6)
This value can be calculated at the zero time moment, because

all values bk0 are known at that time.
Construction of the optimal scheme "
Since " de�nes the policy cancellation year, then E0F (x; n) !

max
x

is equal to:

E0F ("; n("))! max
"
: (7)

This problem is solved in two steps. First, we �nd the maximum
of the mean of the payo� function in the each of the subsets En =
f" : "i > 0; 8i = 1; n; "n+1 � "n+2 � : : : � "m < 0g | the sets
of strategies ", such that the policy is cancelled at the end of year
n, and then we �nd the maximum from all possible strategies ", by
comparing the maximums in each subset En together.

Theorem 3. If the penalty scheme X is constructed from the scheme
" using the equations (4) and " 2 En, than the gain of the insurer is
maximized if he uses the strategy

"1 = "0; "i � "0; 8i = 2; n; "n+1 = "n+2 = : : : = "m = �"0.
Theorem 4. The insurer's payo� function is maximized if he uses
the strategy

"1 = "0; "i � "0; i = 2;m; "0 <
P � ( 1

�2
� 1� b10

�
� b10)

b20 � b10 +
1

�2
� 1

�

: (8)

The existence of the optimal solution of the problem

Let us call the solution a possible solution, if the gain of the pol-
icyholder in this solution is greater than zero. The possible solution
with the highest gain of the insurer we shall call the optimal solution.
The problem (7) with the selection of the optimal strategy according
to the theorem 4 is equal to the following:

F (m)! max
"0

, where "0 > 0.
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The optimal solution of this problem exists if the set of possible
solutions is not empty, i.e. the set of possible values "0 is not empty.

Theorem 5. The set of possible solutions for the problem is not
empty.

Thus we obtained insurer's optimal strategy de�ned by equations
(4), (8) which allows to manage policyholders behaviour and maxi-
mize own pro�t.

Two-phase Method for Approximating the
Edgeworth-Pareto Hull for Non-linear Models?

V.E. Berezkin and A.V. Lotov

Computing Centre of RAS, Moscow

e-mail: lotov1@ccas.ru

key words:multi-criteria optimization, non-linear models
A design process consists of several phases. At the �rst phase,

the conceptual design, multiple requirements on the quality of the
design should be taken into account. Requirements in such aspects as
technical perfection, economic e�ciency, environmental acceptability,
investment availability, etc., usually result in a con
ict. It is needed to
�nd feasible design parameters that result in a balanced combination
of performance characteristics. Mathematical models can be used
for describing the feasibility and outcomes of various combinations of
design parameters (decision variables of the models). Multicriteria
decision support tools can be used for assistance in the conceptual
design process in the case of con
icting requirements.

Graphic techniques based on interactive visualization of the Pare-
to frontier [1] turned out to be an e�ective tool for decision support in
the case of three to seven decision criteria. Information on the Pareto
frontier supports direct identi�cation of a preferred combination of
criterion values. Then, the computer provides an associated deci-
sion. However, complications related to approximation of the Pareto

?Writing of this paper was �nancially supported by the the Russian Foun-
dation for Basic Research (project no. 04-01-00662), by the program for State
Support of Leading Russian Scienti�c Schools (project no. NSc-1843.2003.1) and
by the Program for fundamental research of the Russian Academy of Sciences
`Mathematical Modelling and Intellectual Systems' and by the Program for fun-
damental research of the Division of Mathematics of the Russian Academy of
Sciences no. 3 `Computational and informational issues of huge problems solv-
ing'.
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frontier for non-linear models, usually given in a form of a black
box (computational module), hinder a broad use of such a technique.
Here we describe a new e�ective approach to approximation of the
Pareto frontier for non-linear models, which is based on application of
random search, local optimization and statistical testing the quality
of the approximation.

Consider the problem of the following form:

minimize f(u) while u 2 U

with vector objective function f : Rn ! Rm, which is assumed to be
continuous. The feasible set

U = fu 2 Rn j gj(u) � 0 for j = 1; 2; : : : ; J; ulo � x � uupg

is assumed to be nonempty and compact. Criterion vectors z = f (u)
for u 2 U form the variety of feasible criterion vectors, that is, a
feasible criterion set Z = f (U ) � Rm.

Here, Pareto optimality is employed as the concept of optimality.
A criterion vector z� 2 Z is said to be Pareto optimal (nondominated)
if there does not exist a criterion vector z�� 2 Z such that z��i � z�i for
all i = 1; : : : ;m and z�� is not equal z�. The variety P (Z) of Pareto
optimal criterion vectors is usually denoted as the Pareto frontier of
the feasible criterion set Z. The Edgeworth-Pareto Hull (EPH) of Z
is de�ned as Z� = Z +Rm

+ , where R
m
+ is the nonnegative orthant of

the criterion space Rm. It is important that the Pareto frontiers of
the sets Z and Z� coincide.

In this paper, we use an approach to nonlinear multicriteria prob-
lems, which is based on the approximation of the EPH [1]. We assume
that some metric d(p;q) is introduced in Rm. The EPH is approxi-
mated by the union of a �nite number of cones z+Rm

+ with vertices
located in criterion vectors z 2 Z in the vicinity of the Pareto frontier.
The variety T of such vectors is denoted as an approximation base.
The union of cones z + Rm

+ with z 2 T is actually the EPH of the
approximation base, and so it is denoted by T �. It is clear that the
approximation set T � belongs to Z�. Therefore, the problem consists
in selecting a relatively small number of criterion vectors z 2 Z, for
which EPH is close to Z�. The �rst idea how to solve this problem
was introduced in [2].

The method introduced in this paper applies hybridization of ran-
dom search with local optimization, which is a standard idea in global
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nonlinear single-criterion optimization [3]. The most important fea-
ture of our method is associated with the opportunity to test the
quality of the current approximation of the EPH and to re�ne the
approximation step-by-step. Traditionally, the quality of an approxi-
mation of the Pareto frontier is estimated on the basis of information
about the Lipschitz constants of the criteria [4]. However, such esti-
mates are very rough because of the roughness of the knowledge on
Lipschitz constants. We apply several statistical tests of the approx-
imation quality, which can be carried out without any knowledge on
Lipschitz constants.

The most e�cient test is based on the concept of optimization-
based completeness of an approximation T �, which is de�ned as

�'(") = Prfu 2 U ) f ('(u)) 2 (T �)"g;
where (T �)" is the "-vicinity of the set T � and '(u) is the result
of local scalar optimization of a specially developed objective func-
tion. The optimization process starts from a random point u 2 U .
The value of �'(") equals one if the set (T �)" contains Z�, and it is
less than one in the opposite case. It turned out to be e�ective to
use functions based on Chebyche� and on Germeier convolutions of
criteria for scalar objective functions.

To estimate the optimization-based completeness of an approx-
imation T �, one has to generate a sample HN , that is, N random
uniformly distributed points from U and solve local optimization
problems. Let n(") be the number of such vectors f ('(u)), that
f ('(u)) 2 (T �)". The statistics �N' = n(")=N is an unbiased es-
timate of the value of �' for a given ". Moreover, it is valid [1]

that Prf�' > �N' � �g � �; where � =
p� ln(1 � �)=2N: The

last relation helps to estimate the required size of the sample HN

depending on a con�dence level � and the value of �. Thus, a suf-
�cient number N can be found as the minimal integer that satis�es
N � � ln(1 � �)=2(�)2.

The approximation method consists of iterations, any of which
is split into two steps. Let us consider the k-th iteration. Before it
starts, an approximation base Tk�1 must be given.

The aim of the �rst step is to test the quality of the approximation
T �k�1 and to decide whether it has a sense to stop the approximation
process. Automatic stopping rules or human decision can be used.
First, the approximation quality is evaluated using one or several of
statistical tests. For example, the value of optimization-based com-
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pleteness can be estimated. In the case of automatic stopping rules,
the condition �'("

�) < �� is checked. Here "� > 0 and 0 < �� < 1
are some values speci�ed by an expert in advance. In human decision
process, an expert analyses the graph �'(") for " > 0. If the result
of the testing satis�es the expert (or stopping rules are satis�ed), the
main part of the approximation process is completed. Then, one pro-
ceeds to the �nal iteration. In the opposite case, one has to proceed
to the second step.

The aim of the second step is to construct a new improved ap-
proximation base Tk. The intehrated list is constructed. It contains
the criterion points of Tk�1 and the criterion points found in the pro-
cess of the quality testing. The new approximation base Tk is then
obtained by exclusion of dominated criterion points and �ltration of
the list to avoid close points. Then, the next iteration is started.

The �nal iteration consists in the �nal improvement of the approx-
imation base by applying heuristic procedures. If needed, the quality
of the �nal approximation can be estimated by using the quality tests,
too.

The software that implements this method [5] can be interfaced
with any nonlinear model given in the form of a black box. Due to
such a feature, the software can be used for approximating the EPH
and subsequent visualization of the Pareto frontier for any FEM,
FDM or simulation module. For example, it was used in the frame-
work of multicriteria search for a design of cooling equipment used in
the process of continuous steel casting [6].
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Structural Properties and Methods of Finding
Decisions in Optimization and Game-theoretical
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T.T. Bregman and I.N. Fokin
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This paper is devoted to investigation of structural properties of
the optimal strategies of players in the resources problem and to
construction of the methods of solving large-scale linear programms.
It is shown that considered non-cooperative n-person games can be
reduced to the games on the product of convex sets and then to the
square matrix games of very large dimension. So we get the linear
programming problem with very large both numbers of variables and
constraints. It is shown that these problems have such very important
property { the rank of restriction matrices signi�cantly smaller than
their numbers of rows and columns.

We shall construct an algorithm for e�cient solving linear pro-
gramming problems with small rank. This constructed method is the
generalization of known column generation technique in the simplex-
method for problems with large both numbers of variables and con-
straints and with non-full rank matrices.

Then we shall discuss important particular cases of problems
which can be solved by means of the proposed method.

Let us consider a non-cooperative n-person game � in which each
player has some amount of resources (player i has Ki units of re-
sources). The player allocates his/her resources to t places. The
pure strategy of player i is a t-vector xi = (xi1; : : : ; x

i
t), x� 2 0;Ki,
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tX
�=1

xiv = Ki. The component xiv is the amount of resources which

player i allocates to place �.
Let Xi be the set of pure strategies of player i. The game for

players i and j on place � is a matrix game with (Ki + 1) � (Kj +
1) payo� matrix P ij and the total payo� of player i is the sum of
his payo�s at all places in games with the other players. Game �

is a separable zero sum game. Player i has

�
Ki + t� 1
t� 1

�
pure

strategies.
Let Si be the set of mixed strategies for players i and S =

Qn
i=1 S

i.
The aim is to �nd a Nash equilibrium point. Let us consider game
�0 { mixed extension of the game �. It is clear that the game �0 is
equivalent to �.

Let us consider two person zero-sum game �, in which the sets
of strategies for both players are S.

�(s; t) =
nX
i=1

Hi(tjjsi)

(i) Game � is fair game.

(ii) Game � is equivalent to �0.

The game � is a polyhedral game. The game � can be converted
into a matrix game, we obtain the matrix game �0 with a square
matrix A the rank of which is signi�cantly smaller than its size.

We introduce matrices B and H.
Proposition. Matrix A has the following representation: A =

BHBT . This representation implies that the rank r of matrix A is

not greater than
Pn

i=1

�
Ki + t� 1
t� 1

�
.

Matrix H can be represented in the form H = RGRT .
Hence matrix A can be represented as a product of the matrices:

A = BRGRTBT . The rank of A r � t(
Pn

i=1Ki + n). So we have
to �nd optimal strategies for a matrix game with (m�m) matrix A,
where

m =
nY
i=1

�
Ki + t� 1
t� 1

�
:

Represent A in the product form: A = PQ, where P = BRG and
Q = RTBT .
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The value of the game is 0, therefore the game is equivalent to
the following feasibility problem:

Ay � 0

y 2 Sm;
where Sm is simplex Sm = fy 2 Rm :

Pn
j=1 yj = 1; yi � 0g.

The method operates with matrices and arrays of order not great
than r. We de�ne a set 
 as 
 = fz 2 Rr : z = Qy; y 2 Smg. Since

 is a polyhedron, there exists a matrix S and vector s such that

 = fz 2 Rr : Sz � sg. We can write down the following problem:

Pz � 0;

Sz � s;

which is equivalent to the previous system. If we have vector z which
satis�es to this system, then we can construct vector y, the solution
of the �rst system, and then we can receive required Nash equilibrium
of the game �.

By solving this problem with the simplex method it is necessary
to use repeatedly column generation technique. It is also necessary to
solve some problem of �nding extremum of linear function on discrete
sets. These problem can be solved by means of recurrent relations
of the dynamic programming. This method can be used for solution
of separable non-cooperative zero-sum games, polymatrix games and
games with degenerate payo� functions. This method was used for
investigation of multistage resources allocation games.

Together with original game � we consider game �2, in which one
of the players is separated and the other players are united and form
the second player.

The conception of equivalence of mixed strategies of the player is
introduced. It is proved that the set of mixed strategies of a player is
divided into classes of equivalence. Every class of equivalence contains
mixed strategies possessing of special properties. In particular, there
exist the equilibrium strategies possessing on the indicated properties
in these games.

Economic-mathematical model in which it is necessary to �nd
the competitive equilibrium of economic system with competition is
considered. Solution of this problem gives us the competitive equilib-
rium in the system with k �rms. This linear program can be solved
by means of proposed generalization of column generation technique
in the simplex-method.
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Considerable recent attention has been focussed on the
relationship between inequality and economic growth, in par-
ticular, on the dependence of the dynamics of growth on dis-
tribution of wealth. In this paper, we study this dependence in
a framework of an endogenous growth model with the concave
consumption function. Individuals have identical behavioural
equations but own di�erent amounts of wealth.

We show that the set of equilibrium steady-state growth
rates is an interval. Then we note that when they exist,
unegalitarian equilibria are characterized by higher rates of
growth than egalitarian ones and, moreover, higher equilib-
rium growth rates correspond to higher levels of inequality.
Also we prove that each path converges either to an egali-
tarian or to one of unegalitarian equilibria. To what equilib-
rium a path converges depends on the initial distribution of
wealth and the level of capital per capita. The model explains
Pasinetti-type class savings behaviour endogeneously.

Introduction

In this work we study the relationship between social inequality
and economic growth, in particular, we concentrate on the depen-
dence of the dynamics of growth on distribution of wealth. We ex-
plore this dependence in a framework of an endogenous growth model
with the concave consumption function (or, equivalently, the convex
saving function). The assumption that the consumption function is
concave dates back to Keynes who wrote that \...with the growth in
wealth [comes] the diminishing marginal propensity to consume..."
(Keynes, 1936, p.349). Empirical evidence (see, e.g., Lusardi (1996))
shows that the marginal propensity to consume is substantially higher
for consumers with low wealth or low income than for consumers with
high wealth or income. As was noticed by Stiglitz (1969), in the case
of exogenous growth, if the saving function is convex, the distribution
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of income and wealth might tend toward a \two-class" equilibrium
but his analysis was not detailed. A more detailed analysis of the con-
vex saving function was proposed by Schlicht (1975) who showed that
unegalitarian as well as egalitarian equilibria might be locally stable.
In Bourguignon (1981) the welfare implications of the coexistence of
egalitarian and unegalitarian stable equilibria were considered; it was
proved that, when they exist, unegalitarian locally stable equilibria
are Pareto superior to egalitarian ones. In this work, we combine the
assumption that the consumption function is concave with an AK
production function. Following Frankel (1962) and Romer (1986) we
assume that technological knowledge grows automatically with capi-
tal.

We show that the set of equilibriumsteady-state growth rates is an
interval. Then we note that when they exist, unegalitarian equilibria
are characterized by higher rates of growth than egalitarian ones and,
moreover, higher equilibrium growth rates correspond to higher levels
of inequality. Also we prove that each path converges either to an
egalitarian or to one of unegalitarian equilibria. To what equilibrium
a path converges depends on the initial distribution of wealth.

The Model

Two factors of production, capital K and e�ective labour L, are
used to produce a single good according to a neoclassical production
function F (K;L). Capital does not depreciate, we assume Harrod-
neutral technological progress and the population is constant over
time. As for the state of technology, we assume following Frankel
(1962) that it is proportional to the current economy-wide average
of physical capital per worker. Therefore interest rate r, wage w and
the amount of capital per unit of e�ective labour k are constant over
time.

Suppose that at time t = 0 the population is divided into N di�er-
ent groups and groups di�er only by their wealth holdings (calculated
per unit of e�ective labour of the group). Let 0 < �j < 1 denote the
fraction of group j in the population.

Each group makes the consumption decision by means of an in-
creasing a strictly concave consumption function c(�) : R+ ! R+,
which establishes the relationship between the wealth of a group per
unit of e�ective labour and consumption per unit of e�ective labour.
We denote by zt the savings of the group per unit of e�ective labour
of the group.

The function '(z) represents the relationship between savings of

42



the groups in adjoining periods. For the group under consideration
we get an equation (1 + nt)zt+1 = '(zt); where by nt we denote the
growth rate of the economy, which is determined endogenously in the
model.

Here is the system of equations, describing the dynamics of our
model: for t = 0; 1; : : : ,8>>>><>>>>:

k =
NX
j=1

�jz
j
t

zjt+1 = k
'(zjt )PN

i=1 �i'(z
i
t)

j = 1; : : : ; N

Then we investigate steady-state equilibria and asymptotics of
this system.

We prove that each group can �nd itself at one of two possible
steady-state positions and the population can split at most into two
families: spenders and savers, who are wealthier than spenders (per
unit of e�ective labour). We also give the condition on k under which
the equilibrium is dividing or non-dividing.Fig.1 and Fig.2. illustrate
these two opportunities.

Fig.1 Non-dividing equilibrium Fig.2 Dividing equilibrium

We de�ne an \index of inequality" in the economy and show that
the growth rate of economy is related to inequality in the economy:
the higher is the growth rate, the higher is inequality.

Then we study the asymptotics of the model and prove that each
path fzjtgNj=1 1t=0 converges to a dividing or non-dividing equilibrium.
In the last proposition we give some conditions on k, that are su�-
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cient for the stability of the dividing and non-dividing equilibria.
We also obtain that in any dividing equilibrium only the members

of the wealthiest group (with the highest zj0) become savers and the
others become spenders without dependence on their initial condi-
tions.
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Social Conformity in the Behavior of Russian
Voters

Alexander Borodine

State University \Higher School of Economics", Moscow

Social conformity

It is common knowledge that one of the main bene�ts of demo-
cratic voting system is selection of alternatives favorable to the ma-
jority, provided all members of a society can make sensible decisions,
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choosing a variant that would bene�t them most, or voting for a
representative, whose political platform matches their views best.

But as one looks closer at how voting decisions are made, she
may �nd that rationality is not their necessary attribute. Social con-
formity, de�ned as alignment of people's thinking or behavior with a
societal or group norm is a widespread occurrence that provides an ex-
ample for the rational choice theory failure. Substantial evidence for
interpersonal conformity has been provided by social-psychological
research. Such e�ects were also observed outside of small group sit-
uations. By Cialdini's principle of social proof, people tend to view
behavior as correct to the degree that they see others doing it; when
more people are doing something, additional people will do the same
thing. People responsive to peer pressure may internalize social norm
due to a threat of shame or embarrassment by society.

Social conformity in voting

Existence of social conformity in voting is somewhat alternative to
the traditional rationalist theories (Aleskerov and Orteshook, 1995),
where a person decides to vote when expected bene�ts of voting ex-
ceed its costs. A social conformity hypothesis suggests that people
not just act in their narrow self-interest, but make decisions as mem-
bers of a society, taking into account collective interests and public
opinion.

Social conformity should be incorporated in voting analysis when
there are reasons to believe that voting is attributed signi�cantly to
group or interpersonal pressure or when people tend to vote because
of a widespread belief that voting is a civic duty. Evidence of voting
as a response to a social norm has been reported several times during
last decade, for instance, in Knack and Kropf, 1998.

The most popular evidence for conformity in voting for politi-
cal parties is bandwagon e�ect, when people vote in line with what
they perceive would be the choice of majority. The study of such
e�ects, reported many times and even produced experimentally, sug-
gests that group pressure and interpersonal conformity, may as well
have an important impact on the election results, although sometimes
in a less straightforward way. From the behavioral voting studies it
is known that voter's choice is often correlated with his identi�ca-
tion or a�liation with political parties, social groups or class; often
voters tend to vote like their surroundings - friends, coworkers or in
accordance with family traditions. Such choices would have little to
do with rationality, provided these groups do vote alike due solely to
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peer pressure and not because of actually same interests. Recent re-
search on political communication (Kenny 1998) suggests the former
is quite likely.

A hypothesis about conformist behavior in voting

Russia is the country with long history of conformity-shaped vot-
ing behavior. In the Communist era unanimous votes were not un-
common and dissidence was often persecuted. So, a habit for confor-
mity might still a�ect voting behavior to a substantial degree, and
one might expect a positive outcome of a conformity test proposed
by Coleman (2004). This test is based on several assumptions.

First, people who are conformists form a signi�cant share of pop-
ulation, and extract the information about whether a norm is gen-
erally recognized by the society by observing relative frequency (or
\predictability") of behavior of their neighbors. That is, the more the
share of people who demonstrate a certain behavioral pattern among
one conformist's surroundings, the more is his intention to behave
likewise. To measure \predictability" of behavior as an indicator of
conformity, Shannon's entropy measure is used. Given voter turnout,
one can retrospectively calculate turnout entropy, and from the frac-
tions of total vote for each of the parties or candidates | the entropy
of voting behavior in this decision.

Second, conformist voters have similar information about elec-
tion probabilities before an election (though it may less accurately
represent society as a whole) and behave consistently in their two
voting choices (vote or abstain and party choice). The latter im-
plies positive correlation, if not proportionality in changes of the two
entropy measures mentioned above.

Statistical analysis

The relation between turnout entropy and turnout is nonlinear
and graphically turns out to be nearly parabolic, entropy being high-
est at 50% turnout. An assumption about proportionality of the two
entropy measures yields that party entropy should also be parabolic,
stretching upwards as the number of alternatives increase. Thus,
the main assumptions that were empirically tested are that party
entropy, regressed on turnout and squared turnout yield a parabola
that opens downward, with a con�dence interval for its maximum
to at least include 50% turnout. A more complicated case, when a
relationship is given by shifted parabola (with expected maximum at
other than 50% turnout) can also be studied using non-linear regres-
sion models, although this is not the case with Russian election data.
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In most cases clear and statistically signi�cant relation is observed
using linear model, suggesting strong conformist pattern in Russian
voter's behavior.
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Moving Pareto Frontier for Dynamic Models ?
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Animated Pareto frontier is a modern tool for on-line visualization
of the Pareto frontier in multicriteria optimization problems [1, 2].
Usually, such an animation supports interactive human exploration
of the criterion tradeo�s in the case of more than three criteria. The
interactive visualization of the multicriteria Pareto frontier is based
on the possible by the preliminary approximation of the Pareto fron-
tier [1, 2]. In this paper, we describe a further development of the
idea | animation of the Pareto frontier is used for decision support
in the case of dynamic multicriteria problems.

?Writing of this paper was �nancially supported by the Russian Foundation
for Basic Research (project no. 04-01-00662), by the program for State Support
of Leading Russian Scienti�c Schools (project no. NSc-1843.2003.1) and by the
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matical Modelling and Intellectual Systems' and by the Program for fundamental
research of the Division of Mathematics of the Russian Academy of Sciences no.
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Let us consider a controlled system of di�erential equations

dx=dt = f(x(t); u(t); t); t 2 [0; T ]; (1)

where u 2 Rr are control variables, x 2 Rn are state variables,
f(x; u; t) is a given vector function.

Let us assume that constraints are imposed on values of the con-
trol and state variables

g(x(t); u(t); t) � 0; t 2 [0; T ]; (2)

where g(x; u; t) is a given vector function.
Finally, the initial state x(0) is assumed to belong to a given set

�(0) from Rn:
x(0) 2 �(0): (3)

By �(�) we denote the reachable set for the time-moment � 2
[0; T ], that is, the variety of the states, which can be reached by the
system (1)-(3) precisely at a time-moment �.

Let us consider a multicriteria decision problem with the criterion
vector z related to the state x by a mapping

z = F (x): (4)

It maps the states of the system into the linear criterion space Rm.
We assume that the number of criteria is from three to seven. The
set Z(�) = f(�(�)) that describes criterion vectors feasible at the
time moment �, is denoted by the feasible criterion set (FCS) for the
time-moment �.

It is assumed that, for any time-moment � 2 [0; T ], decision maker
is interested in minimization of all coordinates of the criterion vector
z, that is, a criterion vector z�� dominates z� if z��i � z�i for all
i = 1; : : : ;m and z�� is not equal z�. A criterion vector z� 2 Z(�) is
said to be Pareto optimal (nondominated) if there does not exist any
criterion vector z�� 2 Z(�) that dominates z�. The variety P (Z(�))
of Pareto optimal criterion vectors is denoted as the Pareto frontier
of the feasible criterion set Z(�). Since the feasible criterion set Z(�)
depends on time, the Pareto frontier P (Z(�)) depends on time, too.

In [1, 2], the Pareto frontier for a static model is visualized with
the help of the Interactive Decision Maps (IDM) technique, in the
framework of which the Edgeworth-Pareto Hull (EPH) of the FCS
is approximated in advance, before the interactive visualization can
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start. In the case of multicriteria minimization problem, the EPH is
de�ned as

Z� = Z +Rm
+ ;

where Rm
+ is the non-negative orthant of the criterion space Rm. It is

important that the Pareto frontiers of the sets Z and Z� coincide. The
IDM technique provides an opportunity to display the Pareto fron-
tiers on-line as frontiers of various collections of two-criterion slices of
the EPH (decision maps). After the exploration of the Pareto fron-
tier is completed, decision maker identi�es a goal. The associated
decision is found then by the computer. The IDM technique proved
to be e�ective in both linear and non-linear cases [1-3].

In the case of the dynamic multi-criteria model (1)-(4), decision
maker �rst of all has to identify a preferred time-moment � 2 [0; T ]
and only then a goal point z� that belongs to the set Z(�) = f(�(�)).
To support such an identi�cation process, we use animation for dis-
playing time dependence of the decision maps, which are generated
by the IDM technique. By this decision maker is informed on the
Pareto frontier P (Z(�)).

In this paper, we implement the idea for the case of a linear dif-
ferential system (1) with convex compact constraints (2) imposed on
the control only and convex compact initial set (3). The mapping (4)
can still be nonlinear. Therefore, the di�erential system now has the
form

dx=dt = A(t)x(t) + u(t); t 2 [0; T ]; (5)

where A(t) is a given matrix. The constraints imposed on value of
the control now have the form

u(t) 2 U (t); t 2 [0; T ]; (6)

where U (t) is a given convex compact set fromRr . Finally, the initial
state x(0) has still the same form

x(0) 2 �(0); (7)

but the set �(0) is now compact and convex.
To implement our idea in the form of a numerical procedure, we

split the time period [0; T ] into a su�ciently large number N of steps
by points k = 0; 1; : : : ; N and consider a multi-step linear approxi-
mation of (5)-(7). In the framework of such an approximation, the
di�erential equation is substituted for multi-step equation and com-
pact convex sets are approximated by polytopes. Reachable sets �k
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for a multi-step linear system can be constructed using methods de-
scribed in [1,2]. Then, the EPH Z�k can be approximated for any
moment k = 0; 1; : : : ; N by the methods for approximation of the
EPH for non-linear systems [3].

After approximation of the sets Z�k ; k = 0; 1; : : : ; N is completed,
human exploration of the problem can start. Decision maker speci-
�es a certain decision map, that is, allocates criteria among di�erent
possible positions { on axes, at scroll-bars. Then, decision maps
for such criterion allocation are constructed for all time-moments
k = 0; 1; : : : ; N and displayed one after another. Such a display re-
sults in animation, which informs decision maker on dynamics of the
decision maps and helps to choose an appropriate time-moment.
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In the classical theory of cooperative games (TU games), an op-
timality principle is usually interpreted as a mapping, which assigns
to any game (or any characteristic function) from a given set some
nonempty subset of set of imputations in this game. However an op-
timality principle may also be interpreted as a mapping of a given set
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of games into itself. For all that, the new de�nition quite conforms
to the previous one. They correlate with each other like concept of
convex set and its reference function. At the same time, the new
de�nition of optimality principle possesses a number of advantages.

John von Neumann and Oskar Morgenstern have long ago noted
that the dynamic theory would be undoubtedly more complete and
thus more preferable [1]. It may be explained, for instance, by the
fact that a compromise is not achieved, in practice, in a moment but
is a multistep process of concessions of the interested parties. The
new de�nition of the optimality principle allows to construct the dy-
namic theory of cooperative games in which the process of restricting
the region of compromises in original game is modeled by iterative
sequence of games [2]. As this takes place, a transition from one game
to another is performed on the basis of the selected optimality prin-
ciple and it may be interpreted as a revision of coalitions' ambitions
for their own part of common income or common pro�t.

A further advantage of the new de�nition of the optimality prin-
ciple is that it allows to model such process of compromise achieve-
ment in which the players at di�erent stage use various optimality
principles. In this connection, it should be also noted that this new
de�nition allows to construct new optimality principles on the basis
of already existing ones by forming various superpositions.

Topical problems of the dynamic theory under consideration for
the classical cooperative games which are connected with the concept
of optimality principles are discussed in [3, 4].
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Let us consider a linear network (�g. 1).

x1
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N+1

x2

2

N+2

xN�1

N-1

2N-1

xN

N

Figure 1: A linear network

The components of the network are:

� N nodes (e.g., workstations or gates to other networks) each of
which is used by one of N network users;

� N transit nodes (routers);

� L = 2N � 1 links.

Each link l = 1; : : : ; L in the network has a capacity cl.
Pairs of nodes in the network create connections to transfer data.

Each connection between nodes i < j uses links i, i+N , i+N+1, : : : ,
N+j�2, N+j�1, j. Assume that each node i = 1; : : : ; N creates one
connection to other node j 6= i with xi being a quota on amount of
data to be transferred. Let aij = 1, if there is a connection between
two nodes i and j, ans 0 { else. There is minimal data transfer
requirement for each node i = 1; : : : ; N : xi � �i. Assume that total
network capacity lets to satisfy all nodes' minimal reaquirements.
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Denote by Tl(x) an average time to pass a unit of data through
the link l.

Tl(x) =

8>>>><
>>>>:

�
cl � xl �

NP
p=1

aplxp

��1

for 1 � l � N�
cl �

P
1�p�l�N;

l�N+1�q�N

(apqxp + aqpxq)

��1
for N + 1 � l � 2N � 1

If connections use all the capacity of some link l, the time to pass a
unit of data through this link equals 1.

For each node i = 1; : : : ; N de�ne the network use utility function:

fi(x) = ui(xi) � xi

NX
j=1

aij

0@Ti(x) + max(i;j)+N�1X
l=min(i;j)+N

Tl(x) + Tj(x)

1A ;

where ui(xi) is a pro�t obtained by node from data transfer.
For each node i = 1; : : : ; N we have to determine its quota on

amount of data being transferred, which maximizes its utility function
value. For that, according to general fairness criterion [1, 2, 3], the
problem of conditional maximization must be solved:

max
x

1

1� �

NX
i=1

fi(x)
1��; � � 0; � 6= 1;

8i = 1::N xi � �i;
8l = 1::L Tl(x) � 0:

Two special cases of the problem are considered: the parallel
and the sequential data transfer models. The approximate solution
pattern is proposed. Results of numerical experiments demonstrate
changing of quotas being allocated to nodes and intended utility func-
tion values with variation of fairness parameter �.
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In the present paper, we consider a class of the Fourier
�ltering models, which are described by initial value problems
for nonlinear parabolic PDE. This is the model of the dy-
namics of additional phase modulation of a light wave passed
through a thin layer of a Kerr-type nonlinear medium being
a part of an optical feedback system with a Fourier �lter in
its feedback loop. The theorems of existence, uniqueness and
Lipschitz-continuous dependence of initial data and parame-
ters are proved.

We pose the optimization problem in the form of min-
imization of the terminal functional. The theorems of solv-
ability of the minimization problems on compact and weak
compact sets of the Hilbert space `2 are proved.

For the purpose of solving the minimization problem nu-
merically, the conjugate problem is formulated, and the exis-
tence and uniqueness of the solution of the conjugate problem
is proved.

Derived formula of gradient of the cost functional allows
to perform numerical simulations and to investigate the capa-
bilities and peculiarities of solving wide class of physical tasks
in nonlinear optics.

Let x = (x1; x2) 2 
. Here 
 is a convex bounded domain in
R2 with a piecewise-smooth boundary @
 2 C2, j
j is a Lebesgue
measure of 
; L(X ! Y ) is a space of linear bounded operators
that map a Banach space X onto a Banach space Y ; H = L2(
) is
a separable Hilbert space with a standard inner product h�; �iH and
norm k � kH , Hs(
) is Sobolev's space of order s > 0. We de�ne

?This work was supported by Russian Foundation for Basic Research (project
N04-01-00619) and AFOSR (grant CRDF RP0-1391-MO-03)
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an operator A as follows: Au = u � l2d(@
2
x1x1u + @2x2x2u), D(A) =fu 2 H2(
) : 
(u) = 0g, where ld is a positive constant and, from

the physical sense, the boundary operator 
(�) is de�ned by one of
the given formulas: 
(u) = uj@
, 
(u) = @�uj@
, or the operator

(�) corresponds to the periodical boundary conditions in a rectangle

 = (0; l1) � (0; l2). Let fen(x)g+1n=1 be an orthonormalized basis
for the space H such that fen(x)g+1n=1 are the eigenfunctions of the
operator A. Let V be an energy space of the operator A and V � be
a conjugate space to V .

In the same way as in the papers [1], [2], let F�(A) be a Fourier
�ltering operator that changes the Fourier series of a complex function
A(x) by the basis fen(x)g+1n=1 using a discrete �lter

� = (�1; �2; : : : ; �n; : : : ) 2 `1
by the rule:

F�(A)(x) =
+1X
n=1

�nhA; eniHen(x):

Here `1 is the Banach space of bounded complex numeric sequences
with the norm k�k`1 = sup

n2N
j�nj, and let `2 be the Hilbert space of

bounded complex numeric sequences with the inner product h�; �i`2
=

+1P
n=1

�n�
�
n and norm k�k`2 = h�; �i1=2`2

.

The considered class of the discrete Fourier �ltering models is
described by the initial value problems for nonlinear parabolic PDE,
modelling the dynamics of additional phase modulation u = u(x; t; �)
of a light wave passed through a thin layer of a Kerr-type nonlinear
medium being a part of an optical feedback system with a Fourier
�lter in its feedback loop [3], [4]:

�@tu(x; t) +Au(x; t) = F (u; �); t > 0; (1)

u(x; t)jt=0 = u0(x); 
(u(x; t)) = 0: (2)

Here � > 0 is the characteristic response time of the nonlinear medi-
um. The function F (u; �) is responsible for the speci�c arrangement
of nonlinear optical system and is de�ned by:

F (u; �) = K1jAinj2 +K2Re (A
�
inAfb(u; �)) +K3jAfb(u; �)j2; (3)

Afb(u; �) = F�(Ain expfi ug); (4)
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where complex function Ain(x) and real valued parameters K1, K2,
K3 are known.

Theorem 1. [2] Let the initial condition u0 2 H, Ain 2 V \
C(
), � 2 `1. Then, for any �nite time interval 0 < t < T , initial
value problem (1)-(4) has a unique solution u 2 L2(0; T ;V ), @tu 2
L2(0; T ;V �), which satis�es equation (1) for almost all t 2 (0; T )
in the space V �, and obeys the initial condition in the sense of the
space C([0; T ];H). Also on any �nite time interval (0; T ) the solution
Lipschitz-continuously depends on initial data and Fourier �lter.

Suppose that an element �1 2 `1 is �xed and an operator B 2
L(H ! H) is chosen. Then the optimal control problem by the
discrete Fourier �lter is formulated in the form of the minimization
problem for the terminal functional:

J (�) = kB (u(T ; �1 + �) � u1) k2H ! inf; (5)

where u(x; T ; �1+�) is the solution of initial boundary value problem
(1)-(4) at the point of time t = T , target function u1 2 H is given.
For example, from the physical sense the operator B can be chosen

as follows: Bv = v � v, where v = j
j�1
Z



v(x)dx.

In formula (5), the controlling �lter � 2 `2 is choosing from the
compact set

GR = f� 2 `2 : j�kj � R

k
; k = 1; 2; : : :g; R > 0;

which is a well-known "Hilbert cube" from the space `2, or from the
ball in the space `2

BR = f� 2 `2 : k�k`2 � Rg; R > 0;

which is the weakly compact set in the space `2.
Theorem 2. Under the assumptions of theorem 1, for any �xed

element �1 2 `1 the in�mum J� = inf
�2GR

J (�) is �nite, the set

G�R = f� 2 GR : J (�) = J�g is not empty, compact and any se-
quence f�kg, minimizing functional J (�), converges to the set G�R.

Theorem 3. Under the assumptions of theorem 1 and the as-
sumption that all orthonormalized in H eigenfunctions fen(x)g+1n=1 of
the operator A are uniformly by n bounded in the norm of the space
C(
), for any �xed element �1 2 `1 the in�mum J� = inf

�2BR

J (�)
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is �nite, the set B�R = f� 2 BR : J (�) = J�g is not empty and is
weakly compact in the space `2.

For the purpose of solving the minimization problem numerically,
the conjugate problem is formulated:

��@t + A = K2Re
�
Aini expfi ugF���1+�� (Ain 

�)
�
+

+2K3Re
�
Aini expfi ugF���1+�� (Afb(u; �1 + �) �)

�
; (6)

 (x; t)jt=T = 2B� (B (u(x; T ; �1 + �) � u1(x))) ; 
( (x; t)) = 0;
(7)

where u = u(x; t; �1 + �) is the solution of direct problem (1)-(4),
and in formula (6) symbol \*" denotes complex conjugate value, but
in formula (7) symbol \*" is used for denoting the conjugate operator
B� 2 L(H ! H).

Theorem 4. Under the assumptions of theorem 1, for any dis-
crete �lter �1 2 `1 and any � 2 `2 initial value problem (6)-(7) has
a unique solution  2 L2(0; T ;V ), @t 2 L2(0; T ;V �), which satis�es
equation (6) for almost all t 2 (0; T ) in the space V �, and obeys the
initial condition in the sense of the space C([0; T ];H).

Theorem 5. Under the assumptions of theorem 3, for any dis-
crete �lter �1 2 `1 and any � 2 `2 the terminal functional J (�) is
Frechet di�erentiable in the space `2, and for any �� 2 `2 the gradient
of the functional J (�) is determined by the equality:
hJ 0(�); ��i`2 =

��1
TZ
0

hRe ��K2A
�
in + 2K3A

�
fb(u; �1 + �)

�
Afb(u; ��)

�
;  iHdt; (8)

where u = u(x; t; �1 + �) is the solution of direct problem (1)-(4),
 (x; t) is the solution of conjugate problem (6)-(7).

The gradient of the functional J (�) allows to investigate a wide
class of practically interesting problems in adaptive optics.

Author wishes to thank A.V. Razgulin for help in work, and
I.P. Nikolaev and A.V. Larichev for fruitful discussions.
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We discuss the mixed complementarity problem (MCP),
that is, the variational inequality on a generalized box. Basing
on the identi�cation of indices active at a solution of MCP, we
propose a class of Newton-type methods for which local super-
linear convergence holds under extremely mild assumptions.
In particular, the error bound condition needed for the iden-
ti�cation procedure and the nondegeneracy condition needed
for the convergence of the resulting Newton method are in-
dividually and collectively strictly weaker than the property
of semistability of a solution. Thus the superlinear local con-
vergence conditions of the presented method are weaker than

?The research of the �rst author is supported by Russian Foundation of Basic
Research (grant N04-01-00619)

58



conditions required for the semismooth (generalized) New-
ton methods applied to MCP reformulations through com-
plementarity functions. Moreover, they are also weaker than
convergence conditions of the linearization (Josephy{Newton)
method. The relations of di�erent regularity conditions are
studied. For the special case of optimal systems with primal-
dual structure, we further consider the question of superlinear
convergence of primal variables. We illustrate our theoreti-
cal results with numerical experiments on some specially con-
structed MCPs whose solutions do not satisfy the usual reg-
ularity assumptions. We also discuss a globalization scheme
for a class of active-set Newton methods for solving MCP. We
describe the basic hybrid globalization scheme and its conver-
gence properties. Numerical experiments on some test prob-
lems are presented, including results on the MCPLIB collec-
tion.

The mixed complementarity problem (MCP) [5] is the variational
inequality on a generalized box, that is

�nd x 2 B such that hF (x); y � xi � 0 for all y 2 B; (1)

where F : IRn ! IRn and B = fx 2 IRn j li � xi � ui; i =
1; : : : ; ng, li 2 IR [ f�1g; ui 2 IR [ f+1g; li < ui for all i =
1; : : : ; n. Equivalently, it can be stated as

�nd x 2 B such that Fi(x)

8<:
� 0; if xi = li;
= 0; if xi 2 (li; ui);
� 0; if xi = ui;

i = 1; : : : ; n:

It is well known that many important problems can be cast in the
format of MCP [6, 5]. As a special case of MCP, we mention the non-
linear complementarity problem (NCP), which corresponds to setting
li = 0; ui = +1; i = 1; : : : ; n. The systems of nonlinear equations
are obtained by choosing li = �1, ui = +1, i = 1; : : : ; n. Another
important example is the primal-dual Karush-Kuhn-Tucker (KKT)
optimality system: �nd z 2 IRp and � 2 IRm such that

g(z) � (G0(z))T� = 0;
� � 0; G(z) � 0; h�; G(z)i = 0;

(2)

where g : IRp ! IRp and G : IRp ! IRm. The KKT system (2) can
be written as an MCP if we set n = p+m and

F (x) =

�
g(z) � (G0(z))T�

G(z)

�
; x = (z; �) 2 IRp � IRm;
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li = �1; i = 1; : : : ; p; li = 0; i = p + 1; : : : ; n, ui = +1; i =
1; : : : ; n. Under well-known assumptions, (2) represents the �rst-
order primal-dual necessary conditions characterizing solutions in
variational inequality or constrained optimization problems.

We start with deriving a new error bound (an upper estimate for
the distance from a given point to a solution) for MCP based on a
smooth reformulation of MCP and a 2-regularity condition [7].

Error bounds have many applications [10], among which is iden-
tifying active constraints in constrained optimization [4] (see also [5,
Ch. 6.7]). In the context of MCP, those ideas correspond to identi-
fying the sets of indices

A = A(�x) = fi = 1; : : : ; n j Fi(�x) = 0g;
N = N (�x) = fi = 1; : : : ; n j Fi(�x) 6= 0g;

Nl = Nl(�x) = fi 2 N j �xi = lig;
Nu = Nu(�x) = fi 2 N j �xi = uig;

where �x is some solution of MCP. If the speci�ed sets can be correctly
identi�ed using information available at a point x close enough to the
solution �x, then locally MCP can be reduced to a system of nonlinear
equations (which is structurally much simpler problem to solve). In
the sequel, we shall also use the following partitioning of the set of
active indices:

A0 = A0(�x) = fi 2 A j �xi = li or �xi = uig;
A+ = A+(�x) = fi 2 A j �xi 2 (li; ui)g;
A0l = A0l(�x) = fi 2 A0 j �xi = lig;
A0u = A0u(�x) = fi 2 A0 j �xi = uig:

Once all these index sets are identi�ed, MCP (1) locally reduces to
the following (overdetermined, in general) system of nonlinear equa-
tions:

FA(xA+ ; lA0l[Nl
; uA0u[Nu

) = 0: (3)

We propose a new class of active-set Newton methods for solving
MCP, based on solving (3). Each iteration of the method consists
of solving one system of linear equations. We note that when speci-
�ed to the setting of KKT, this class is di�erent from what has been
discussed in [8]. Moreover, the nondegeneracy condition that we in-
troduce here is weaker than the corresponding condition in [8]. Also,
the new condition permits speci�c deterministic choice of parame-
ters involved in reducing the MCP to a system of equations, while
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in [8] in general a generic choice of parameters had to be made (at
least without strengthening somewhat the regularity assumptions).
We show that the conditions needed for the identi�cation of active
sets and for convergence of the proposed local Newton method are
weaker than semistability of the MCP solution [2, 5] (equivalently,
the R0-property of the natural residual). This implies, in particular,
that the proposed method attains local superlinear/quadratic conver-
gence under assumptions considerably weaker than what is needed for
semismooth Newton methods (SNM) for MCP [1, 9] (BD-regularity
of the reformulation is used). Even more remarkably, our assump-
tions are also strictly weaker than those needed for the linearization
(Josephy-Newton) method [2] (which are semistability and hemista-
bility of the solution). It should be also noted that in the latter
methods, subproblems are linearized MCPs, which are computation-
ally more complex than systems of linear equations in our methods.
For the speci�c case of KKT, we consider the issue of superlinear
convergence of primal variables, as well as quasi-Newton versions of
the method.

We describe some possible scenarios of the local behavior of some
known Newton-type methods and our method by applying them to
some small test problems with various combinations of satis�ed and
violated regularity properties of the solution. Constructing arti�cial
examples allows us to obtain a rather complete selection of irregular
MCPs with \various degrees of irregularity", and to make reliable
conclusions about the reasons for the observed performance of the
algorithms.

To perform numerical experiments, we had to implement our
method as a �nal stage of some globally convergent scheme. It seems
di�cult to suggest a globally convergent scheme directly related to
the structure of our local algorithm. In some sense, this is a disad-
vantage. But on the other hand, our local approach can be combined
with any globally convergent algorithm satisfying some requirements.
In fact, the way we suggest to use our active-set method is precisely
for improving the local convergence properties of standard algorithms
(say, when they run into di�culties because of the lack of regularity
of a solution). Our numerical experiments indicate that the resulting
strategy ful�lls the stated objective.

We report on our numerical experience based on the MCPLIB test
problems collection (the newer version of [3]), and on some additional
small examples, designed to highlight the case where various standard
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regularity conditions do not hold, and thus conventional methods may
have trouble or converge slowly. This is precisely the case where the
switch to our local algorithm can be particularly useful.
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There are several approaches towards a mathematical description
of bubbles in literature. Here the Scenario approach is introduced.
The main equations of the model and some tasks formulations are
given by S.V. Dubovsky [1].

Model. Here the bubble is considered as the following �nancial
scheme. The Organizer sells its commitments. According to them
it engages to pay some concrete amount of money in the future. In
this case their ful�llment takes place using only the revenue of new
commitments cells [2]. Let us suppose without any loss of generality
that the Organizer commitments are zero-coupon bonds.

Notations. Let us suppose that the bubble begins at the moment
t = 0. V (t) is the bubble Organizer revenue. g(t) is the total face-
value of the bubble securities sold exactly at the moment t. � > 0
is the �xed period of time, after which the moment of commitments
ful�llment takes place, and counted o� from the moment of their sale
(i.e. a period of the bonds run). So, it is supposed that the bubble
Organizer securities are bonds without coupon with equal time to run
� counted o� from the moment of their sale. g(t��) is the total face-
value of the bubble securities issued by the Organizer at the moment
t�� and retired at the moment t. cg(t) 2 [0; 1] is the price (expressed
in parts of the face-value) which is the real price of security sales at
the moment t. The Organizer meets its commitments to investors
using only the revenue of securities sells within the bubble.

Within the frame of this assumption it is clear that if during some
periods of time \too small" amount of the Organizer securities is be-
ing sold, at some moment the Organizer won't have enough funds to
ful�ll its commitments, because the revenue cg(t)g(t), received by the
Organizer at the moment t is less than the obligation g(t) undertaken.
Starting from economical meaning of quantities introduced and as-

sumptions made one can write: dV
dt =

�
cg(t)g(t); t < �
cg(t)g(t) � g(t � �); t � �

,
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V (0) = 0.
Some generalizations of the model are introduced in [2].

Main idea. The following idea is introduced by the author (see
[2] too). Some kinds of debt management policy may really be the
policy of construction of a bubble during some period of time. It may
be so deliberately or not. But in any case for an external observer
(researcher, analyst) it is important 1) to determine if the policy is
really bubble or not and 2) make a forecast of debts as if they are
a bubble; because the behavior of the person (organization), who
creates his (its) own debts, as if he (it) is a bubble Organizer is a
pessimistic scenario of the future in question.

Main points of the technique. Main points of the technique
for investigation of Russian public debts to determine, if they are a
bubble or not, are given below. As speci�c example, Russian zero-
coupon short-term state bonds are considered.

1. As an input data were used o�cially announced information:
face values and auction interest rates of Russian GKOs (state short-
term bonds; they don't have coupons) for the period of April 1994
| August 1998.

2. Interest rate was recalculated into price, noted in parts of
the face-value. Because variance of price was high enough, monthly
values of price were used later.

3. To determine the character of the function g(t) several statis-
tical tests were used. Firstly, correlations of G(t) (the outstanding
total face-value of the bubble securities in circulation by the moment
t) and monomials t; t2; : : : ; t6 and, secondly, approximation of G(t)
as a 6-degree-polynomial were found.

4. After �nding of the function G(t) g(t) is determined by the
equation:

g(t) =

8><>:
dG(t)

dt
; t < �

dG(t)

dt
+ g(t � �); t � �;

which is inversed for the equation

dG

dt
=

�
g(t); t < �
g(t)� g(t � �); t � �

;G(0) = 0:

5. Calculations were made for two di�erent values of �: 3 and 6
months (this is limits for GKOs lifetime).
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Results. It was obtained that Russian GKOs for the period 1994
| August 1998 can be considered as bubble. The time when this
bubble became unpro�table is September-November 1997. This re-
sult can be considered as good post-estimation.
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The Speci�city of Game Theory Problems with
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We consider the two-node model of electricity network with trans-
mission constraint between the nodes. Sellers and buyers are located
in these two nodes. All sellers compete in the sealed-bid auction to
cover the demand. The marginal pricing is established in the auction,
i.e. all sellers who win in the auction sell the power for the market-
clearing price, which can be determined as the cost of the last loaded
MW. The participant with the highest price in the bid for electric-
ity production among those who won in the auction determines the
price.

We suppose that the buyers are located in the �rst node and the
sellers are divided and separated between the two nodes. Moreover,
the 
ow on the line between these nodes is limited, that is the joint
constraint on the producers' possibilities. We consider the corre-
sponding game involving producers, where we analyze the strategy

?This research is supported by Russian Foundation for Basic Research (grant
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of bidding in the electricity auction. The goal of every participant
is to be accepted in the market. When the producer submits bid he
takes into account the value of production costs (this value as the
price in the bid will be the \honest" participant's strategy). Suppos-
ing several variants of price determining (one price for both nodes or
personal price for each node) we investigate the question of dominant
strategies' existence. It is shown that in the presence of information
about the whole demand volume, whole supply volume, the value of
capacity limit and the values of production costs of other producers
every participant can de�ne his optimum strategy.

Problem of Coordination in Matrix Structure of
Management
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key words: The problem of coordination of decisions in subsystems
and centers of multilevel organizational system with matrix manage-
ment structure is considered

The problem of coordination of decisions in subsystems
and centers of multilevel organizational system with matrix
management structure is considered. The results of this re-
port are: - a numerical coordination method for linear multi-
criterion systems is built; - examples of coordination problem
in two-level organizational system with matrix management
structure are solved for it's element - triangle management
system.

Improving Monetary Aggregates and
Economic Growth
Vladimir Domrachev
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The goal of research is to de�ne the role of structure of monetary
aggregates in transition economy (based on Ukrainian, Russian and
U.S. experience).

The problem on whether bond and/or equity funds should be
added to M2 was discussed in many papers [1-7]. In CIS countries
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another issue it is more important to check whether the same part
of the budget should be added to M2. Analysis of �nancial 
ows in
economy shows that in transition economies a lion's share of GDP is
generated by the budget funds.

The relevant block on the diagram above is marked with gray
color.

IS-LM model is considered to be an insu�cient explanation of
economic processes in transition economies. Among the reasons are
un�nished privatization, high level of dollarization and bulk share of
money in shadow economy. Author sees the solution in changing the
method of monetary aggregate calculation.

Author introduce the hypothesis, that equation MV=PY should
include not M2 aggregate, rather its adjusted number M2+ which
will account for those budget expenses, that are disbursed for state
subventions. The hypothesis stems from the following diagrams.

Here we use National Bank of Ukraine Bulletin data and Data on
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Russia from the Banking Statistics Bulletin (Central Bank of Russia)
Data on Russia are from the Banking Statistics Bulletin (Central

Bank of Russia)
The following abbreviations are used: GDP| dynamics of output

(%), CPI | consumer price index, INTRATE|Central Bank's main
re�nancing rate, PROC�M2 |dynamics of monetary aggregate M2
(%), PROCBUDGET | dynamics of budget incomes (%).

It is evident that GDP high growth in Ukraine and Russia re-
sulted from a rapid increase of both income and spending budget
items (so this process was one of the main growth factors). Huge
amount of �nancing was provided for the state unpro�table enter-
prises. To gauge properly the monetary policy in the country, we
suggest the introduction of the monetary aggregate M2+, which is
equal to M2+k * (budget incomes), where k is constant. Thus, the
research is aimed at examining the empirical issues associated with
whether such an augmented aggregate, called M2+, would be useful
in estimation of monetary policy. Coe�cient k whose value is not sim-
ilar in di�erent transition countries is a good indicator of the level of
market relations in the country. It also discloses the part of �nancing
that is allocated through the budget to support domestic production.
The above-mentioned increase in both incomes and spending items of
the budget allowed Ukrainian and Russian governments to boost the
GDP growth without serious in
ationary consequences as a result of
distorted demand of retail trade sector where the goods and services
are bought mainly for cash. We also assume that velocity of money
V is constant and k coe�cient changes slowly (k = k(t) ¨ dk/dt =
0). Author suggests to consider the curve k(t), where t stands for
time. Consider the Fisher equation as follows:

d1(M � P )� d2y + d3R = "d; (1)

where di, i = 1; 2; 3; are coe�cients, "d is stochastic factor, �
is money growth, y is real GDP growth, R is central bank's main
re�nancing rate, and P is price level. To prove our assumptions the
regression equations based on (1) are estimated. We consider R2 to
be a good validation of k. Thus the higher R2 the more reliable is
the relationship. The following values have been obtained: k=0.3 for
Ukraine, k=0.8 for Russia. It implies that the level of market trans-
formation in Ukraine is higher, than in Russia. One of our expected
conclusions is that the real GDP growth in Ukraine and in Russia
might not be so fast as currently estimated, rather the virtual GDP
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growth aimed at state budget �nancing. Stemming from this, a lot
of mechanisms of GDP multiplication can be further introduced: for
instance in 1999-2000 the mutual settlements for energy in Ukraine
were made through the banks (other solution for GDP increase could
have been the installment of cash desks on the bazars). The results
allow forecasting the GDP dynamics more precisely. According to au-
thor's estimates, GDP in 2004 with account of the planned incomes
and expenditures as well as money growth in Ukraine is forecasted
to amount of 6.1% (if CPI = 6%, �M2 = 40%). Current politi-
cal regimes in CIS countries make it more di�cult to make a more
detailed analysis as for example in USA when Enron and Arthur An-
dersen companies were inspected to disclose excessive non-existing
pro�ts.
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Constructing an Economical Description of a
Polytope Using the Duality Theory of Convex Sets?
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1.Formulation of the problem. The Feasible Goals Method
(FGM) is one of the methods for multiple criteria optimization. It is
based on identi�cation of the preferred goal in a graphic display of
the Pareto frontier ([1], [2]). To visualize the Pareto frontier for three
and more decision criteria, a special technique, called the Interactive
Decision Maps (IDM) technique was developed. The main feature of
the IDM technique consists in approximation of the variety of feasible
criterion vectors (Feasible Criterion Set, FCS) and further interactive
visualization of its Pareto frontier. Within the FGM/IDM, FCS of
a convex model is approximated by the solution set of a �nite lin-
ear inequality system. Complexity of the interactive visualization is
determined by the number of inequalities in this system. In this con-
nection, the following problem is of interest: constructing a simpli�ed
description of the solution set of a �nite linear inequality system

Ax � b; (1)

where A is a given matrix, b is a given vector, x 2Rn. It means that
we construct such a new description

A0x � b0; (2)

that contains smaller number of rows than original system (1), but
which solution set is close in some sense to the solution set of (1). In

?Writing of this paper was �nancially supported by the Russian Foundation
for Basic Research (project no. 04-01-00662), by the program for State Support
of Leading Russian Scienti�c Schools (project no. NSc-1843.2003.1), by the pro-
gram no. 3 of fundamental research OMN RAS `Computational and information
problems of solution of the large problems'. and by the Program for fundamen-
tal research of the Russian Academy of Sciences `Mathematical Modelling and
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particular, with the requirement of coincidence of the solution sets
of the systems (1) and (2) the problem is known as the problem of
exclusion of the redundant inequalities from the system (1).

The problem of constructing a simpli�ed description was studied
earlier using methods of linear programming (see, for example, [3,
4]). There are however the methods based on other ideas, for ex-
ample, on the convolution of linear inequality systems [5, 6]. The
method of Economical Description of a Polytope (EDP) proposed
here is aimed at constructing a simpli�ed description of (1) in the
case of systems with the large number of inequalities (up to several
millions). It is based on the use of the duality theory of convex com-
pact bodies (CCB) and concepts of the duality theory of methods for
approximation of CCB [2, 7].

Let us denote by C the class of CCB and by C0 the subset of C,
whose elements contain the point of origin in its interiority. For a
CCB C 2 C0, we denote the polar set C* with respect to the point
of the origin of Rn as the set

fx 2Rn: <x, y>�1, y 2 Cg,

where < x; y > =
nP
i=1

xiyi is the scalar product in Rn. Then C� 2 C0

and C�� = (C�)� = C. Consider convex polytopes, whose vertices
belong to the boundary @C of the approximated body C. Such the
class of polytopes is denoted by P(C). If a polytope P 2 P(C), then
the conjugated polytope P* is circumscribed over the conjugated
body C* (the facets of P* touch C*).

2. Description of the method. We assume that the solution
set of the system (1) is a polytope that we designate by P . Let us
assume also that P 2 C0.

The basic idea of the method consists in approximation of the
polytope P* conjugated to P . As it follows from the duality theory
of convex compact sets, the polytope P* is also a CCB, moreover 0
2 int P*. Vertices of P* correspond to facets of P , and vice versa.
Thus, the inequalities of the system (1) determine the totality of
points from Rn, whose convex hull is the polytope P*.

The polytope P* is approximated by a polytope P*(") with a rel-
atively small number of vertices. The polytope (P*("))* conjugated
to the polytope P*(") is used as the approximation of the original
polytope P . The facets of the polytope (P*("))* correspond to the
inequalities of system (2). The number of facets of the polytope
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(P*("))* equals to the number of vertices of the polytope P*("). It
means that it is smaller than the number of inequalities in the system
(1).

The polytope P* is approximated with the aid of one of the adap-
tive iterative methods of the internal polyhedral approximation of
CCBs { the Estimate Re�nement method (ER) [8]. At the very
beginning, a simplex P0* is constructed, whose set of vertices is a
subset of vertices of the polytope P*. Then, a sequence of inscribed
polytopes Pk* with the growing number of vertices is generated. The
vertices are found by computing the support function of the polytope
P* for adaptively chosen directions. As the intermediate output of
approximation of the polytope P* we have representations of Pk* in
the form of intersections of half-spaces

P �k = fx 2 Rn : Dkx � dkg; k = 1; 2; : : : ; (3)

where Dk and dk are a matrix and a vector respectively. We will
consider that the rows of the matrixDk are calibrated:Then dik, that
is the ith component of the vector dk, is the distance between the
point of the origin and the hyperplane fx 2 Rn : Di

kx = dikg, where
Di
k is the ith row of the matrix Dk.
The process of approximation is usually stopped on reaching of

certain predetermined accuracy. For some set P = fx 2Rn : Dx � dg,
such that P 2 C0, denote by (P )� the following set

fx 2 Rn : Dx � d + �g; (4)

where � � 0. By the accuracy of approximation of P* by the internal
polytope Pk* we will understand the minimumvalue � � 0, such that
P* � (Pk*)�.

Let P*(") be an approximating internal polytope of the polytope
P* that guarantees the required accuracy " > 0. Then the conju-
gated polytope (P*("))* is an external approximation of P , more-
over, inequalities that make polytope (P*("))*, are determined by
the vertices of P*("), namely

(P �("))� = fx 2 Rn :< y=jjyjj; x >� 1=jjyjj , where y 2M (P �("))g,
where M (P �(")) is the set of vertices of the polytope P �(").

Theoretical studies [8] shown that while approximating CCBs
with a su�ciently smooth boundary the ER method constructs poly-
topes with the asymptotically optimal number of vertices. Although

72



we can not refer directly to this result in case of approximation of
polytopes, some experience of the use of the ER in applied prob-
lems [2] shows that while approximating polytopes described by the
systems of type (1), with the large number of facets, good approxi-
mation is reached with the su�ciently small number of vertices of the
approximating polytope. Because of this property of the ER method,
the EDP method gives the possibility to construct polytopes with the
relatively small number of faces, that approximate the solution set of
the original system (1).

3. Accuracy of approximation. Let us examine the question
of the accuracy of approximation of the polytope P with the polytope
(P*("))*. By the accuracy of approximation of P by the external
polytope (P*("))* we will understand such minimum value � � 0,
that (P*("))* � (P )�.

Theorem 1. Let " � 0 be the accuracy of approximation of the
polytope P* by the internal polytope P*("). Then the accuracy of
approximation of P by the external polytope (P*("))* is not less then
� = (dmax=dmin) � ", where dmax is the maximum value among all
right sides in the description of the original polytope P in the form
of the system of linear inequalities, and dmin is the minimum value
among right sides in the description of the polytope P*(").

Remark. In the process of approximation of the polytope P*
by the sequence fPk*gk = 0;1;:::, the value of � = �(k) is known after
each iteration and is monotonically nonincreasing with increment of
k. Thus, the accuracy of approximation of the polytope P by the
polytope (Pk*)* can be checked from the process of approximation
of the conjugated polytope P* and does not decrease.
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Stochastic Models for the Uncertain Factors in
Management of Bank Investment Portfolio

Anton F. Ereshko
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In functioning of di�erent �nancial institutions, there ap-
pears the necessity of solving the problem of a choice of the
vector of current assets, i.e. investment portfolio, and the
uncertain parameters, which are necessary for this task, and
which are directly connected �rst of all to uncertainty of the
prices of assets (securirues, real investments etc.), frequently
occur. The result could be an example of the portfolio forma-
tion using state's short-term obligations.

The main question for the tasks of the given class is the
construction of stochastic model of the price changing pro-
cess, because the researcher, indeed, has only �nal numbers
of the supervisions of the random prices realizations. Further
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there is one method to get the solution of the problem which
was developed in CCAS during the research of the managing
stochastic Markov's processes tasks.

Re
exive Market and Soros Equations
F.I. Ereshko

Computing Centre of RAS, Moscow

e-mail: ereshko@ccas.ru

The formalized approaches to the description of the re-

ective strategy in controlled systems are stated in the work.
The models of G.Soros are used as substantial sending. The
task about re
exive interaction of the characteristics of the
share market (the quotations of the shares and earning per
share) are considered. The o�ered computing procedure can
with success be used in an arsenal of the �nancial engineers,
when they examine the market, as re
ective system. The part
of this research was reported at a conference [7] \The 2002
IEEE World Congress on Computational Intelligence, Inter-
national Joint Conference on Neural Networks. USA, Hon-
olulu, Hawaii, May 12-17, 2002." Here the greater attention is
given to initial substantial reasons at construction of the Soros
equations.

In this paper we are describing the mathematical model, which
re
ects the main features of re
exive behavior of the curves, char-
acterizing monetary evaluations of economic agents. Previously we
write the following short thoughts. \ : : : all acts of conscious and un-
conscious life by origin are re
exes" I.M. Sechenov and \My mouth
began to water as if I was one of Pavlov's dogs." George Soros. \The
Crisis of Global Capitalism [Open Society Endangered]"[1].

The terms \a re
ex, a re
exivity, a re
ection, to re
ect" are widely
used in science and �ction, and the di�erent authors put in these
terms close, but nevertheless di�ering sense. In the theory of control,
decision making and game theory re
exive behavior and re
exive
control have been attracting researches' attention for a long time.
See, for example, [2, 3] and speculations of Cournot quoted in [4]. In
these papers, the main substantial motive is related to the attempts
of active participants to anticipate, to foresee the actions or intentions
of the others in order to improve or to form in general the control
strategy. In many papers [3, 5], re
exivity is considered from the
formal point of view as an element of the feedback in strategies, which
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adds to the decision making process modelling an enough adequate
meaning on one hand, but on the other hand makes solving the set
tasks more complicated.

Further we shall use the term \re
exivity" (\re
ex") a) to desig-
nate the process of impact on an object without its conscious partic-
ipation (this process can be named as the re
exivity of the �rst kind
or Soros's cognitive function) and b) to designate the conscious pro-
cess of object formulating the idea of surrounding world's action (the
re
exivity of the second kind or Soros's participating function). On
the basis of its ideas of the outside world (the re
exivity of the second
kind) the object under consideration formulates its impact (control)
on the other objects. In [3], the re
exive control was formed as x(y),
that is, as a function denoting the response of the �rst player x to the
probable control of the second player y. The logical consistency of the
task of decision making demanded the addition of a set of auxiliary
conditions concerning the information interaction of the players. The
solution to the possible contradictions was found in a way of intro-
ducing a notion \�rst player's right for the �rst move" and condition,
that while choosing the concrete values of his controls the �rst player
already knew the concrete choice of the second one, and the �rst
player utilized his advantage in the way of dependence | strategy
of behavior x(y). If the situation di�ers from the mentioned above,
and the �rst player has no advantage in obtaining the information,
then the use of the strategy can be considered logically consistent
only as some hypothesis of the �rst player. In further speculations,
we are on the side of an abstract Observer of the events and de-
scribe their possible evolution. In [1, 8], G. Soros has developed the
theory of re
exivity in application to economics on the whole and
to stock market in particular. The epigraph to the present work is
taken from [1, p.61]. George Soros assumes that \participants' views
form the part of situation, to which they are related to", they may
in
uence substantially the events and, in turn, are under the impact
of the events. Such a mutual in
uence of participants G. Soros names
\re
exive" in
uence.

The Soros model [8] of the re
exive behavior of stocks on the
market assumes that:

1. markets are always biased in one direction or another;
2. markets can in
uence the events that they anticipate.
In the presence of the global trends (fundamental phenomena, his-

torical events) and current evaluations (share quotations), the events
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on the stock market are interpreted in a re
exive style and somehow
are opposed to and interconnected with the theory and the notion of
equilibrium in economics.

After George Soros, let's consider two dynamic characteristics of
an economic agent, acting on a stock market and subject to various
impacts of the market forces. Let x(t) be a share quotation and y(t)
be earnings per share. We assume that:

a) y(t) is more inert; x(t) is more mobile, with a greater variabil-
ity;

b) mutual re
ective interaction of x; y is manifested in positive
and negative feedbacks;

c) the characteristics have a \growing" nature in accordance with
the growth of the whole market, and their growth is characterized by
the coe�cient d;

d) coe�cient a relates the rates of change of the x; y;
e) the characteristic y \attracts" the characteristic x and the \at-

tractive power" is determined by the constant c;
f) the in
uence of x on y lags in time by one step, and coe�cient

b relates the rates of the corresponding changes of characteristics.
In accordance with accepted assumptions let's write the relations,

describing the variations of the characteristics x; y in time by the
Soros equations:

x(t+ 1) = x(t)(1 + d) + a(y(t + 1)� y(t)(1 + d)) + c(y(t) � x(t));

y(t + 1) = y(t)(1 + d) + b(x(t) � x(t� 1)(1 + d));

where a; b; c; d � 0:
Let us consider now d = 0. Then we can see that under various

proportions of the coe�cients a; b; c and various constants A;B;C
we can obtain the following simple types of solutions of the system
of Soros equations : a) parabola; b) linear function; c) constant; d)
exponent; e) sinusoid; f) tzt.

In the case of d 6= 0 various curves may be obtained as the solu-
tions of the system of the Soros equations in dependence of the pro-
portions of the coe�cients a; b; c and various constants A;B;C. The
typical curves, which were determined in the computer experiments,
are represented in [5-7]. But the investor subjectively conceptual-
ize real markets have not so much deterministic as uncertain (fuzzy)
character.
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To examine behavior of the above characteristics on uncertain
markets, let the coe�cients be uniformly distributed variables; a 2
[2; 3]; b 2 [0:2; 1]; c 2 [0:1; 1]. Let these variables take on new values in
every �ve units of time. So we'll describe the investor subjective an-
ticipations. If d = 0, then, in the computational experiments with the
Soros equations under the following conditions x(0) = 1000; y(0) =
2000; y(1) = 2500, we can obtain the various curves. Some of these
curves are similar to the real curves in [1], which show the mutual
re
ective in
uence of share quotations and earnings per share on the
real stock market.
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About Velocity of Money Circulation
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The notion of \velocity of money" arises in connection with clas-
sical exchange formula in quantity theory of money

< P; Y >= M � V; (1)

where M 2 R is a monetary aggregate, Y 2 RA is gross domestic
product at a period T , P is the price vector, and A � N is the set of
products. The velocity is de�ned through (1) (see [1], for example)
and, in practice, it is calculated from (1) as well. Then, in order to
impart some sense to formula (1), it is usually written (see [2]) that
V is de�ned by the structure of economy, hence it is slowly changing
variable in compare withM and P . Therefore, as Y is slowly changing
too, (1) represents the proportional dependence of the prices P on
M .

This approach seems incorrect to me. An independent of (1)
de�nition of velocity is suggested here.

According to the theory of money demand, there are two reasons
for economic agents to keep money: (a) to meet current payment 
ow
and (b) to buy �nancial assets at more pro�table prices in the future
(speculative reason). The agents are inclined to maintain some level
of liquidity even in case of high alternative return because operational
cost should be taken into account (see the Baumol-Tobin model in
[1]). The theory of speculative demand for money was developed by
J.M. Keynes [3]. Denote:

N � N the set of economic agents (households, �rms and govern-
ment),

M is monetary aggregate M1, for simplicity, the other aggregates
may be considered as well,

mi | balance of the money accounts of agent i at the moment t,
s0i | expenses of agent on real (not �nancial) assets at the period

of time T foregoing the moment t. Let �0i = s0i =mi be called agent i's

real velocity of money, i 2 N , and V 0
K =

X
i2K

s0i =
X
i2K

mi sub-group K's
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real velocity of money, K � N . Also denote V 0 = V 0
N real velocity

for the whole economy.
V 0
K is the average real velocity for agents i from sub-group K, it

is free from personal chance. Of course, in practice it is enough to
�nd average for a representative sample of sub-group K. Parame-
ter V 0

K characterizes inclination of K to liquidity, or in other words
characterizes demand for money.

In order to determine our velocity to connect with macroeconomic
parameters, we have to consider some other quantity, instead of real
velocity. Let si be expenses of agent i 2 N on consumption and
accumulation of GDP. For a household, si does not include spending
on secondary market goods and on services not to be taken into GDP
account (for example, to hire a neighbor to cut lawn). For a �rm,
the di�erence is more essential: si does not include production (ma-
terial and labor) spending, but only investments and unproductive
consumption. For the government, si includes the orders of goods
and services and does not include social transfers. It is more di�cult
to calculate si than s0i . However the ratio

X
i2K

si=
X
i2K

s0i has to be

stable for any sub-group K; denote it by �K.
De�nition. Relation �i = si=mi is called agent i's velocity of

money, i 2 N , and VK =
X
i2K

si=
X
i2K

mi is sub-group K's velocity of

money, K � N ; V = VN is velocity for whole economy.
Of course, VK = �KAV

0
K; K � N .

By the de�nition V =
X
i2N

si=
X
i2N

mi. The sum
X
i2N

si of bal-

ances of all agents is monetary aggregate M; the sum of all agents'
expenses on consumption and accumulation of GDP is the value of
GDP < P; Y >. Thus the formula (1) follows from our de�nition of
velocity. So an independent of (1) de�nition of velocity of money is
given as well as an alternative way to calculate it as average agent i's
velocity. Agent i's velocity is completely under his or her control, and
velocity V characterizes mass behavior of economic agents. This fact
undermines monetary concept as monetary aggregate in many cases
can considerably be changed because of velocity changing, without
any in
uence on prices. The velocity certainly depends on various
parameters in economy but this dependence is indirect only. It is an
interesting but another theme. The other conclusions are as follows:

1. The velocity can be quickly changing quantity; it should be
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measured every month or even every week.
2. It is possible to determine velocity separately for di�erent

groups of economic agents. Therefore it is possible to �nd (a) most
insensible group to seasonal 
uctuation of velocity; (b) most sensi-
tive group which changes velocity earlier than others | to forecast
demand for money in economy. Both groups are probably among the
households.

3. Real velocity is better calculated and better characterizes the
demand for money than usual velocity. This is why money serves for
complete turnover in economy, not only for turnover of GDP.
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Let two person zero sum game with the �nite number of pure
strategies of players (matrix game) be given by some (m � n) non-
negative payo� matrix A. It is well known that the problem of maxi-
mization of guaranteed gain of the �rst player can be reduced to the
following problem of linear programming

v ! max;
nP
j=1

aijxj � v; i = 1; 2; :::;m;
nP
j=1

xj = 1;xj � 0; j = 1; 2; :::; n: (1)

We assume that v̂ determined as a solution of problem (1) is
unacceptable in context of certain applied problem related to the
considered matrix game. It is desirable to obtain some gain v� such
that v� > v̂. It is obvious that the system (1) of linear inequalities
and equations with parameter v� is inconsistent. Assume now that,
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within the framework of the applied problem, it is possible to correct
elements of the matrix A. In other words, it is admitted to replace
the matrixA by some non-negative matrix ~A = A+H. It is supposed
that the (m�n)- matrix of correction H is small, for instance, in sense
of some matrix norm. In the present paper, the generalized matrix

norm kHk1;1 = max
x6=0

kHxk1
kxk1

= max
i;j

jhijj is considered, allowing to
formulate the following problem of minimax matrix correction of the
matrix game

max
i;j

jhij j ! min;

nP
j=1

(aij + hij)xj � v�; i = 1; 2; :::;m;

nP
j=1

xj = 1;xj � 0; j = 1; 2; :::; n;

aij + hij � 0; i = 1; 2; :::;m; j = 1; 2; :::; n:

(2)

We prove that column H�j of matrix H� that is a solution of
problem (2), can be built as H�j = v� � 1m + z� � Ax� if x�j > 0:

Otherwise (if x�j = 0) the column H�j is arbitrary under conditions

H�j



1;1

< �� and H�j + Aj � 0; where x�; z�; �� are the solutions

of linear programming problem

� ! min;
�� � v� + zi �Aix � �; i = 1; 2; :::;m;

xj � 0; j = 1; 2; :::; n; zi � 0; i = 1; 2; :::;m; � � 0;
1Tnx = 1:

Here, Ai and Aj are the row with number i and the column with
number j of matrix A accordingly, 1m and 1n are vectors consisting
of m and n ones accordingly. Herewith kH�k1;1 = ��:

Multicriteria Routing in Large Scale Data
Networks

V.V. Fedorov and N.S. Vasilyev

Moscow State University, Bauman MSTechn. Univ, Russia

e-mail: nickvasiliev�hse@mail.ru

key words: network, routing, Nash equlibrium, e�ective solution
Optimal routing in networks is a problem of choice of tra�c op-

timal control by means of the data transmission routes. Since the
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resources of any network are restricted and the number of users is
annually exponentially growing, optimization of transmission routes
is requiered. In any case the routing problem is very large and mul-
ticriterial. It seems to have distributed solution in case of large scale
data networks. For any pair of network users data transfer delay
needs to be minimized. So routing algorithm should be based on the
multicriteria optimization ideas. Such approach is presented in the
paper.

Multicriteria routing task Multicriteria routing task is usu-
ally stated in mathematical programming form, see (Bertsecas et al.,
1987) in spite of the fact that any multiproductive 
ows task is, by
its nature, multicriteria. Vector optimization of network problems is
more relevant, see (Fedorov, V.V. et al., 1996; Korilis et al., 1997;
Vasilyev, 1998). In the paper results of multicriteria routing prob-
lem's study are given.

Let network structure be given by a connected graph. Users pairs
(a; b) enumerated by the index k = 1; 2; : : :m are located at some ver-
tices a; b;= 1; 2; : : :n; a 6= b. Data transmission lines are represented
by edges l = 1; 2; : : :n of the graph. Messages are passed in the form
of packets along the graphes routes.

Delays in communication channels are determined by nonnegative
increasing continious functions fl = fl(zl) where zl is the total data

ow through channel l = 1; 2; : : :n. There are constraints zl � cl; l =
1; 2; : : :n on the capacities of the lines.

Let total input tra�c loads �k; k = 1; 2; : : :m be given. For each
kth users pair it is requiered to determine the number of routesMk =
fLkj g and the transmission rates �k = f�kjg over them. Therefore,
the following conservation conditions hold:X

j

�kj = �k; �
k
j � 0; k = 1; 2; : : :m;

zl =
X

k;j:lkj2L
k
j

�kj ; l = 1; 2; : : :n:

Every message is to be divided into a set of packets to be passed
by their own routes L with their own transfer delays:

�(l; z) =
X
l2L

fl(zl):

This is the length of the route L which depends on network routing.
Since any message should be constructed from its packets as parts, the
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whole transfer delay is determined by the worst of the transmission
routes:

Tk(fMkg; f�kg) = max
j:�k

j
>0
�(Lkj ; z); k = 1; 2; : : :m:

So, there is the vector quality index T = (T1; T2; : : :Tm). Any user
strives to minimize its own delay function Tk. Therefore, it is the
aim of routing optimization.

Routing fMk;�k; k = 1; 2; : : :mg is called optimal if it is Nash
equilibrium point in the noncooperative game

fTk;Mk;�k; k = 1; 2; : : :mg:
Transmission routes are called optimal if they are used in the optimal
routing.

First of all routing algorithm should not cause tra�c oscillations
that spoil the transmission capacity of the networks. The Nash equi-
librium is proved to exist in simple ring-like networks, see (Fedorov,
V.V. et al., 1996). In networks of more complex topology, routing
choice should be also based on the well known notion of e�ective
(Pareto) solution. This principle doesn't contradict to the previous
one in ring-like networks.

Both approaches were applied to create a fast optimization rout-
ing algorithm. Computing experiments were done with INTERNET
models. Results of vector optimization of the EvroRings Network are
presented. The algorithm substantially reduces vector data transfer
delay.

Decomposition scheme for the routing task solution Let
the initial network graph be replaced by a multilevel system of ring-
like networks. The rings of the �rst level have to be selected so
that every users pair can be united by a chain of the rings. Every
pair of p � th level rings (p = 1; 2; : : :P � 1) having at least two
common vertices is united to obtain a (p+1)� th level ring the cross-
pieces being removed. After that all communicating pairs should be
distributed among the ring-like networks. Users pair is of the pth
level if it can be linked up by a chain of p �rst level rings. First
level pairs are called simple and pth level pairs, p > 1, - complex.
Sought-for optimal transmission routes will be put together from the
routes lying in rings of all levels as from pieces. Routes for the the
complex pairs will be sought for among all tying up routes from its
linking up chaines.
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It is proved, see (Vasilyev, 1997, 1998) that all simple pairs have
the shortest path optimal routes (in metric �). They are found by an
iterative process which makes equal the lengths of all the transmission
routes. The algorithm works in every ring of the multilevel system
which is used for the better detour routes search. The process is
proved to fastly converge to Nash equilibrium.

Choice of the complex pairs routing should be done in every tying
up chain by means of e�ective solution search for all the pairs con-
nected by the chain. In case of linear delay functions fl, it is achieved
as a solution of several LP tasks solution. The scheme permits dis-
tributed realization that is important for routing algorithms in large
area networks.

The approach was successfully applied to EvroRings network rout-
ing study.The network contains 7 rings with m � 1400 communicat-
ing pairs. The optimal routing was fastly found substantially em-
proving initial vector delay T .
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Sociologist' Role in Enterprise Management
A.V. Fedorova

Tver State Technical University, Russia

Social research is used on Russian enterprises over 40 years. With
the beginning of perestroika most of enterprises were forced to reject
this service.
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The main activity of a sociologist on an enterprise is based on
direct interaction with both the management and the collective of
the enterprise. The enterprise sociologist connects the sta� of the
enterprise with its management. Managers and workers can make
a compromise in solving key problems only due to the sociologist.
Therefore the aims of the sociologist are to study the problem of work
collective, bring them to the notice of the management and solve for
the good of the enterprise; to improve the socio-psychological climate
in the collective.

Developing the labor motivation and satisfaction of labor, knowl-
edge of the form and content of workers' free time, development of
sociological level of managing are subject matter of the sociologist
and very important factors in enterprise managing. Therefore mak-
ing di�erent managing decisions on the enterprise is e�ective when
they are based on the results of social research on a certain problem.

In May of 2003 the management of the Tver enterprise \Post of
Russia" initiated a social research on the subject of \Satisfaction of
workers by the system of labor stimulation on the Tver post o�ce".
The research was made by questioning of 91 persons, with reliability
of 0,68% and estimated error of 5%. There were the following results:
90,1% of workers guess that the enterprise management prefers �-
nancial stimulation; 69,3% of the enterprise workers are satis�ed and
rather satis�ed with the existing system of labor stimulation; how-
ever, 31,9% consider it necessary to combine �nancial and moral stim-
ulation; and only 15,4% of respondents understand stimulation only
in �nancial sense. For the whole enterprise, 58,2% of workers prefer
combined labor stimulation. The existing system of labor stimulation
does not satisfy 17,6% (mostly from 18 to 29 years old). Social mea-
sures (like free medical care, medical accident insurance and health
centers for a reduced price) are e�ective for 80,2% of respondent

Analysis of the �ndings shows the most actual for workers of the
Tver enterprise \Post of Russia" methods of labor stimulation. The
results of social research show that on this enterprise the most e�ec-
tive methods of moral and �nance labor stimulation are the following:
competitions among the divisions on the title of \The best worker of
a region", \The best worker of a post o�ce", \The best operator
of the year" which allow to �nd leading workers who can be trans-
ferred to prestigious allotted work, can have additional vacations,
free excursions, possibility to visit health centers for reduced price,
get prizes; information in mass media about the results of the com-
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petitions; putting the photos of winners to the Honor board of the
enterprise.

Managing on the enterprise was provided taking into account the
results of the social research on labor stimulation. For attracting
young workers, the management was suggested to include into the
system of stimulation bonuses for �rst 5 year of work, payments for
study in professional schools and colleges, housing for �rst 5 years of
work, permission to use kindergarten, possibility to work on 
extime
for young mothers, partial payment for house.

The management of Tcer enterprise \Post of Russia" had changed
the system of labor stimulation taking into account the sociologist's
recommendation. According to quarterly �nancial reports, this al-
lows to raise the productivity of labor, to attract many young workers
and to increase income of the enterprise as a whole.

Possibility of a sociologist' work with the sta� has multidimen-
sional character and includes the following items: gathering infor-
mation necessary for a management, studying and generalizing real
social experience, exact estimation and showing negative moments of
the life of labor collective, studying mistakes made by the manage-
ment. Social research is not just gathering information necessary for
e�ective management but also the form of participation of workers in
the collective activity, it is a part of democracy. Mainly, the results
of the conducted social research on enterprise allow making empiri-
cally reasoned and certainly e�cient decisions. These decisions are
based on the opinion of the most part of workers; therefore workers
are waiting for these decisions from the management and are ready
to follow them. The practice of sociologically investigated and rea-
soned decisions indicates their much more e�ective implementation
to the enterprise. This helps the workers to adapt to innovation and
increases the enterprise pro�t.

\VINTSERVING": Service Team of Situation
Centre

V.A. Filimonov

Institute of Mathematics of Siberian Branch of RAS (Omsk branch)

e-mail: �limono@iitam.omsk.net.ru,

http://www.iitam.omsk.net.ru/ �limono

A situation centre (SC) is the very popular tool of operations
research now. The great number of publications is dedicated to tech-
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nical equipment and software of SC. Computer support of cooperative
work is presented to much less degree. One can �nd the most inter-
esting examples in the publications of E. P. Grigoriev and the same
of A. N. Raykov. This publication is dedicated to cooperative work
based on possibilities of SC.

The main idea of our technology was a virtual system information
technology created by a group realising its own project. Virtuality
means here that such system acts within some concrete group and
its concrete project only. We have named a process of the creation of
such virtual information technology as Vintserving. This name was
created for the reason of producing an association identical to the no-
tion introduced. Here we have an obvious analogy with windsur�ng.
Vintserving was created as some sort of a polyscreen environment,
where an activity has been organized by a special team. This team
includes an operator, a methodologist, and a psychologist.

The main components of the technology were o�ered in [1]. A
very important part of it is re
exive analysis of V. A. Lefebvre. Cer-
tain applications were discussed in [2, 3, 4, 5]. We have put our
technology into practice in the Omsk State Institute of Service, in
Omsk State University, and in the British Council Resource Centre
(Omsk, Russia) since 2001. Some of our projects concern monitor-
ing of emergency situations, training systems, strategic planning and
management of city education.

We can describe the role of each member of this team as follows.
The operator creates all the prototypes and cognitive graphics. The
methodologist controls the logic of the whole project and shaping the
virtual system of the determinations. He creates cognitive maps of the
project. The psychologist stimulates a process of creative thinking.
Using TypeWatching he makes an analysis of any participant and the
group as a whole.

The proposed technology uses an operations research approach,
but it has certain essential di�erences. The �rst step is to determinate
the main mission of the project and divide the group into two parts of
stockholders and of spectators. Then the group creates the language
of the project. The next step is a creation of some sort of a rapid
prototype of the project. The prototype is the simplest version which
contains the most complex element of the whole.

Our special tool is a screen-pictographics. There are two main
di�erences from ordinary pictograph system. At �rst we represent
our objects according to the present stage of the cycle of its own

88



existence, that is, the number of elements of the image is equal to
the number of stages of the cycle. Then we place all the images into
the space of external system.

Re
exive analysis is used as a facility to navigate in space of
exploratory position, subjects and terminology. The team creates
the re
exive mirror, that is, a screen of cognitive images (such as
Cherno�'s faces) of each member of the group and the group as a
whole.

Our experience shows that a service team is the key resource of
the technologies under consideration. The Omsk State Institute of
Service began training students in computer science and analytics.
The �rst graduates will get their diplomas in 2006. They have some
training as a service team of SC. The problem seems to be very im-
portant in order to improve all the components and the technology
as a whole. So any critical remarks and o�ers will be very accepted.
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In modern conditions of transition to market relations, the models
connected with study of accepted decisions are of interest. These de-
cisions depend on industrial activity, distribution of budgetary funds
on realization scienti�c and production programs, etc.

In particular, such decisions appears in innovative designing, in
which basis the concept innovations uses of results of scienti�c re-
searches and the development directed to improving of industrial ac-
tivity lays. Speci�city of an innovation as goods consists in a high
degree of uncertainty at reception of scienti�c and technical results,
special character of �nancing, namely: risk time break between ex-
penses and results, uncertainty demand [1].

In the present paper, the innovation is the use of results of sci-
enti�c researches in development of new industrial system under the
certain order. It is supposed that the customer and the developer
are participants of innovative process, and the developer carries out
functions of the innovative enterprise, and the customer | functions
of the managing subject.

The innovative decision determining the sizes of investments of
�nancial assets, the customer should accept. But at the conclusion
of the contract the developer can not agree with the decision of the
customer. Therefore two innovative decisions are possible:

(i) the decision o�ered by the customer { the innovative decision
of the customer,

(ii) the decision comprehensible to the developer { the innovative
decision of the developer.

On a course of innovative process the customer and the developer
can pursue the di�erent purposes.
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In the present paper, �nancial operations which they should make
for achievement of the purposes are investigated. Research is based
on two models of acceptance of the innovative decisions correspond-
ing to two types of the purposes, pursued by the customer and the
developer:

the �rst type of the purposes consists in the customer's maximiza-
tion of the utility function whereas the developer wants to maximize
of the pro�t with the purpose of satisfaction of solvent demand of the
customer [2],

the second type of the purposes consists in the customer's maxi-
mization of the budgetary e�ect whereas the developer want to max-
imize of the pro�t. It results in optimiation of criterion vector, each
component of which describes the purpose pursued by the customer
or the developer [3,4].

Approbation of these models is made by the example of develop-
ment of single-channel system of mass service with refusals. On ap-
probation two basic sources of statistical uncertainty are taken into
account caused by casual character:

(i) an entrance stream of applications,

(ii) the process of service.

Therefore innovative decisions are based on predicted values as
intensity of an entrance stream of applications and intensity of service
of the most projected system.
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A.S. Fomin

Computing Centre of RAS, Moscow

e-mail: fomin@ccas.ru

key words: multiobjective, optimization, classi�cation, multialter-
native procedure

At absence of data on a priori distribution of probabilities
on set of classes and payments for decision making for �nd-
ing the decisions function, it is possible to use multiobjective
optimization. We suggest the procedure of the statistical clas-
si�cation providing the maximal values of conditional proba-
bilities for making correct decisions on all classes at once with
bounded above conditional probabilities of making erroneous
decisions.
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About Optimizing Stochastic Process Parameters
on an Available Time Series for the Problem of
Stochastic Optimal Control with Discrete Time

I.I. Gasanov

Computing Centre of RAS, Moscow

e-mail: gasanov@proc.ru

The comparative e�ciency analysis of solutions got un-
der evaluation of stochastic parameters of the model by tradi-
tional statistical methods and under optimizing these parame-
ters on an available time series is carried out for the problem of
stochastic optimal control with discrete time. The properties
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of the solutions as the size of sample used tends to the in�nity
are investigated. The plan of computing experiments for the
limited volumes of statistical data is developed.

Introduction. Practical problems of control in economic and
engineering systems are often formulated as problems of decision-
making under the uncertainty, which has regular nature but is com-
plex for modeling. When such uncertainty is understood as a stochas-
tic process it is usually presented as a multidimensional process, for
which neither the structure nor parameters are known. Even if a
model of the stochastic process has been formulated, obtained opti-
mization problem is often too complicated to be solved analytically.

Many examples of problems can be indicated in decision making
theory, in which uncertainty is related to uncontrolled nature factors
and to interaction between large number of �nancial and economic
institutions including �nancial portfolio management problems. In
situations, when it is impossible to determine an optimal solution,
the so-called method of optimization on time series is often used to
determine a rational solution of the problem. Observation data on
the uncontrollable factors are taken as a basis and such rules of the
investigated object control are searched, which are e�ective on this
data array. This approach implicitly assumes that since the uncer-
tainty has a regular character, then if the control rules are optimal
during some su�ciently long time period of time in the past it will be
also optimal in the future. This idea appears to be rational especially
in the cases when there is the necessity of a decision making and there
are no other approaches to solve the problem. Nevertheless, this tech-
nique raises some questions and doubts, particularly, because control
rules are usually being determined, as well as estimated on the same
samples of stochastic parameters. When we construct an optimal
control using time series, to what extend do we use systematic prop-
erties of the stochastic process, and to what extend do we just make
adjustments using properties of available realization of the stochastic
process that are non-signi�cant for the future? The analysis of this
problem seems to be important and represents an actual challenge.

Parametrical problem of stochastic optimumcontrol with

discrete time. Assume, that the controlled process proceeds in time
with a step t = 1; 2; : : : ;1. At any moment of time t � 1 the
controlled object is in some state At 2 Â � R

N. At a choice of
control ut the object passes into the state At+1 = '(At; �t; ut), where
�t | is a stochastic parameter. The factor � 2 � � RM is understood
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as stationary Markov process with transitive function �(�tj�t�1). We
name the pairs St = (At; �t), included in argument of the function ',
as the states of process on a step t. The distribution F 1(S1) on the
set of initial states of the process is given. We connect with each step
of the process the estimated function of the control quality (payment)
ht = h(St; ut). It is required to maximize the average of the payments

Q = lim
n!1

1

n
E

 
nX
t=1

ht(St; ut)

!
=) max

u
(1)

The control functions ut = u(St) are chosen as functions from a para-
metrical class u(S;�) 2 Û�. Thus, the task is reduced to searching
the best value of the parameter �:

Q = lim
n!1

1

n
E

 
nX
t=1

ht(St; u(St;�))

!
=) max

�
:

We call the formulated problem the problem 1. Let's associate with
the problem 1 its discrete analogue| the problem 1D, in which states
of the object and stochastic and control parameters take on their
values on the �nite lattices: At 2 fAigIi=1 = ÂD � Â; � 2 f�jgJj=1 =
�D � �; u 2 fusgSs=1 � ÛD

� . The functions ' and � are modi�ed
accordingly. Consider the case when the solution of the problem 1
exists and the solution of the problem 1D is an approximate solution
of the problem 1.

Parametrical problem of optimization on time series. Let
a sequence of realizations of random value � : ~�1; ~�2; : : : ; ~�T 2 �D and
initial state of system ~A1 2 ÂD be known. Consider the following
problem.
Problem 1R. To maximize criterion

~QT =
1

T

TX
t=1

ht

�
At; ~�t; u(At; ~�;�)

�
(2)

on the set of the control functions ut = u(At; �t) from a class ÛD
� ,

under condition of A1 = ~A1

Theorem 1. If there exists an everywhere optimal control function
in the problem 1D then the optimal value of the criterion of the prob-
lem 1R tends to the optimal value of the criterion of the problem 1D
as the size of the used sample increases unrestrictedly.
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Problem of optimization of the stochastic process param-

eters on the time series. If the available data do not allow to con-
struct trustworthy model of the stochastic process or if the problem 1
is too complex to be solved strictly, then the stochastic process under
investigation is frequently replaced with the other one that is simpler
than the initial process but re
ects its essential features in opinion
of the researcher. Parameters of this auxiliary process � 2 RN are
adjusted on the available time series and the problem 1 with the
modi�ed stochastic process is solved. Let's call it the problem 1M .

Let us designate by Q(u) the value of criterion (1) of problem
1 under control function u. Consider the parametrical set of the
problem such as 1M , for which the adjusted factors of the modi�ed
stochastic process are used as parameters. The solution of a problem
1M at �xed values of the factors � de�nes a control function u� and a
value of the criterion Q(u�). Let's state the problem of maximization
the value Q(u�) on the set of adjusted parameters �. We call it
the problem 1A. Let's choose some traditional statistical method
for evaluation of stochastic parameters and consider the problem 1M
under parameters determined by this method. Let's call this problem
1S. As above we associate problems 1M , 1A and 1S with their
discrete analogues, they are the problems 1MD,1AD and 1SD.

The e�ciency of the control function received by the solution of
the problem 1MD can be estimated on the sample ~�1; ~�2; : : : ; ~�T by
calculating the value of criterion (2). Let's state the problem to
�nd such values of the stochastic parameters, which maximize this
estimate. We call it the problem 1MR.

Let us designate the optimal control functions of the problems
1SD and 1MR, using array of the historical data ~�1; ~�2, : : : , ~�T , by
u1SD(~�1; ~�2, : : : , ~�T ) and u1MR(~�1; ~�2, : : : , ~�T ), respectively. Using
the theorem 1 it is easily to prove the following statement.

Theorem 2. If in the problem 1AD, there exists an everywhere op-
timal control function u1AD then the values Q(u1MR(�1; �2; : : : ; �T ))
a.s. converge to optimal value of criterion Q(u1AD) for the problem
1AD as T grows unrestrictedly. At that Q(u1SD(~�1; ~�2; : : : ; ~�T )) �
Q(u1AD) 8~�1; ~�2; : : : ; ~�T .

As the stochastic model of the problem 1S is no more than one of
elements of heuristic procedure, there are no reasons to think that the
values Q(u1SD(~�1; ~�2; : : : ; ~�T ) converge to value Q(u1AD) as the size
of the sample increases. Therefore, it is possible to assert the follow-
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ing. The solution of the problem 1MR as the method for solving the
problem 1 gives, under increasing volume of the sample ~�1; ~�2; : : : ; ~�T ,
generally speaking, more e�ective control functions than the solution
of the problem 1M with parameters of the stochastic model estimated
on the same sample by any traditional statistical methods.

General plan of computing experiments. However asymp-
totic preference of one of the methods does not give formal reasons to
consider it as an e�ective method for solutions of applied problems, in
which samples are always limited and frequently unsu�ciently great.
In applied tasks with unstated structure of stochastic processes, the
theoretical estimation of e�ciency of the method based on the solu-
tion of the problem 1MR seems very complex. Therefore, to estimate
the method under consideration, it is o�ered to carry out practical
experiments. Such experiments can be realized on the basis of the
computer modeling under the following outline.

The mathematical models of controlled systems including the
models of random factors in the form of Markov process are built
up. This Markov process simulates the reality and nature. By means
of this process, the data, which simulate time series, are generated.
Then, from positions of the researcher, who does not know the real
structure of stochastic process and deals only with the time series, the
various variants of optimization problems on time series are solved.
The experiments are to be carried out at di�erent sizes of the arrays
simulating time series. The results, i.e. received control functions
and their estimations on the available time series, are compared with
their \real" e�ciency, i.e. e�ciency on the basic Markov process.

Certainly, such experiments can not prove the e�ciency of the
method under consideration in strict mathematical sense, but it seems
that their results to be essential from the point of view of their further
application.

Mathematical Model for Determination of
Enterprise Pollution Quotas

A.A. Gavrilenko

Moscow State University, OR Dept.

Pollution of atmosphere is the most serious environmental prob-
lem for health of people in the short-time and mid-time prrospect. It
is more di�cult to be saved from polluted air, than from the polluted
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water. The paper presents two mathematical models for determi-
nation of enterprise pollution contribution i.e. quotas on polluting
substances emission.

Optimization model. This model provides a complex approach
to all enterprises polluting the atmosphere in a region. Therefore
it takes into account requirements of expenses minimization and the
relative enterprise importance factors. Using of optimizationmethods
for determining the enterprise pollution quotas signi�cantly improves
results for enterprise resources saving.

Capacitor model. This model uses computational time idle al-
gorithm and improves essentially results of widely used methods for
determining the enterprise pollution quotas. In capacitor model, re-
gion quotas determination problem is shown to widely known class
of optimum capacity loading (a rucksack, a train, a ship) at the max-
imum utility.

The considered mathematical models have been realized in mod-
ule \Kvotirovanie" of a program complex \Prisma-region" on a Visual
Studio C++ base. Comparison of the basic methods for determining
the enterprise pollution quotas is viewed, and results of calculations
for the given mathematical models are submitted. Examples of pro-
gram realization show su�cient e�ciency and practical importance
of the created models.

Multibounds Heuristic Algorithm for Design of
Scheduling M Tasks on N Equal Processors

D.R. Gonchar

Computing Centre of RAS, Moscow

e-mail: dgonchar@ccas.ru

Task de�nition: for each ofM tasks and N processors (with equal
characteristics), time ti;j needed for working of task i on processor j
is known. We want to �nd (construct) scheduling that minimize the
total time of processors' working.

This task is formulated as follow:
T ! min8><>:

PM
i=1 ti;jxi;j 6 T; j = 1; NPN
j=1 xi;j = 1; i = 1;M;

xi;j = f0; 1g; i = 1;M; j = 1; N;
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where T is time of all tasks to be �nished; xi;j is Boolean variable,
(xi;j = 1, if task i is distributed on processor j, otherwise xi;j = 0).

We also will use vector z[M ], (zi = 1, if task i is distributed on
one of the processors, and zi = 0 otherwise).

This task is known to be NP-full. Some heuristics algorithms for
solving it are given in literature (\greedy" algorithm, for example).
But if we apply multibound procedure (as we can see some lines
below), we can improve our scheduling in comparison with \greedy"
algorithm.

The heuristic algorithm uses a modi�ed stage (c) of the following

subalgorithm: we use not an ideal bound (ideal-time = (
PM

i=1)=N )
but calibrated ideal-time, i.e. we increase this bound in some share.
The subalgoritm performs with di�erent values of calibrarion from
2% to 10% by step 1% and selects the best result (for di�ent values
of input data the best share of calibration is also di�erent).

Subalgoritm of scheduling.

a) Sorting ti;j in decreasing order ( ti > ti+1 8i = 1; : : : ;M � 1).
b) Calculate the ideal-time for all tasks to be �nished. ideal-time =

(
PM

i=1)=N .
c) Distribute task on processor (from the �rst to the last) while total
sum of ti;j for current processor is not more than ideal-time. 8j =
1; : : : ; N determine xi;j = 1 while

PM
i=1 xi;jti < ideal-time for current

j.
d) Searching the number of processor (k�) such that

k� = argmin
k=1;N

MX
i=1

xi;jti

e) xi;k� = 1 : i = argmin ti;j)8i = 1; : : : ;M; j = 1; : : : ; N jzi = 0

f) Repeating (d) and (e) while all tasks are not distributed (
PM

i=1 zi <
M ):

Optimal Scheduling of Incomplete Communication
Graph Multiprocessor Systems
B.V. Grechuk and M.G. Fourougian

Moscow Institute of Physics and Technology,
Computing Center of RAS

e-mail: rts@ccas.ru

The problem of �nding feasible preemptive schedules in real-time
multiprocessor systems is considered. This problem is very important
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for designing complicated computing systems, economic and ecolog-
ical monitoring systems. The problem of �nding feasible schedules
given durations of executions of tasks and directive intervals has the
most extensive �eld of application. Known algorithms for this prob-
lem assume the following conditions:

1. All processors communicate each other and all tasks can switch
over to other processor directly.

2. Time delays related to interruption of execution of tasks and
switching them from one processor to another are not taken into
account.

We investigated the cases that do not meet one or both conditions
1, 2. We proved that the problem is NP -complete for some special
cases.

The main result of this work is a polynomial algorithm for the
case, when the communication graph is an arbitrary connected graph,
and time delays related to interrupton of execution of tasks and
switching them from one processor to another are not taken into
account. In the strict sense the problem is solved only for the case,
where

GCM (b1; b2; : : : ; bn; f1; f2; : : : ; fn; t1; t2; : : : ; tn) > 2m:

Here GCM is the greatest common measure, N = f1; 2; : : : ; ng is
the set of tasks, m is the number of processors, (bi; fi] is the direc-
tive interval, ti is duration of execution of task i. We can mention
however, that the problem in general case can be reduced to this case
by an appropriate choice of the time unit. We have proved that the
problem is NP -complete if it does not meet this condition. Based
on this result we constructed some heuristic algorithms that solve a
generic problem without restrictions 1 and 2. The special case of this
problem which takes into account the delays is reduced to a problem
of Boolean and integer-valued linear programming.

In the �rst part of this work we investigate the next problem.
Without loss of generality we assume that minbi = 0; maxfi =
T; i 2 N: It is supposed that all parameters are integer. Interrup-
tion of execution of tasks and switching them from one processor to
another are permitted. Interruption and switching are not related
with time delays. We de�ne the communication graph as a graph
with nodes symbolizing processors and edges symbolizing ties be-
tween them. It is supposed that communication graph is connected
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but is not necessarily complete. This problem is called the main
problem.

As stated above we have elaborated a polynomial algorithm for
the main problem. The computational complexity of this algorithm is
restricted by O(n4m2+n3lnT ):We have also proved that the problem
is NP -complete if communication graph is not connected and NP -
complete in strict sense if the time delays related to interruption of
execution of tasks and switching them from one processor to another
are taken into account (even if we have only one processor).

In the second part of this work we consider a system consisting of
m identical processors with the complete communication graph. Each
processor has its own memory but the common database. There are
n tasks and to solve any of them we must load necessary information
from the database. If we solve this task on several processors we must
perform all this loading on each of them.

We prove that this problem is NP -complete and reduce it to the
problems of Boolean and integer-valued linear programming. The
number of variables and restrictions in the problem of Boolean lin-
ear programming is bounded by a polynomial of m;n; lnT . In the
problem of integer-valued linear programming there are only nm+m
variables and nm + n + 2m+ 1 restrictions.

E�ective Scheduling Algorithms for
Multiprocessor Real-time Systems

D.S. Guz, D.V. Krassovskiy, and M.G. Fourougian

Moscow Institute of Physics and Technology, Computing Centre of RAS

e-mail: rts@ccas.ru
The problem of �nding feasible schedule in the multiprocessor

hard real-time system is considered. It is formulated in the following
way:

In a real-time system, consisting of m processors, each processor
j(j = 1; :::;m) is speci�ed by its speed sj and the amount of mem-
ory Vj. There are n tasks, each of them speci�ed by its release time
ri, due date di, length (processing complexity) pi and the amount
of data vi needed to be uploaded into processor memory for the i-th
task execution, i = 1; : : : ; n. The execution of task i on processor j
requires pi=sj time, i = 1; :::; n, j = 1; :::;m. Processors can work on
only one task at a time and each task can be executed by at most
one processor at a time. One may suspend the execution of a task
before its completion and resume its execution at a later time, pos-
sibly on a di�erent processor. Such preemptions require �j time for
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interrupting a task on j-th processor, j = 1; :::;m. System proces-
sor's communication graph (describing the possibilities of switching
the tasks from one processor to another) is arbitrary. The problem is
to �nd out if there exists a feasible schedule and if it does, indicate
such schedule.

The formulated task is NP -complete, that is why various simpli�-
cations and special cases, still having signi�cant practical importance,
are considered. Another approach proposed is the construction and
application of heuristic algorithms.

A special case of the original scheduling problem, where proces-
sor's communication graph is full, there are no memory limitations,
and tasks interruptions require no considerable time, is examined.
An exact algorithm reducing the problem to �nding a maximum
ow
in a special network is used. Such 
ow in fact distributes the parts of
tasks for the sequence of time intervals, de�ning the conditions for the
series of local scheduling problems such that all tasks have the same
release times and due dates. The problems are solved by a known
e�ective polynomial algorithm. In spite of the fact that the proposed
algorithm �nds an exact solution in a polynomial time O(m3n3),
this time turns out to be too big for practical application of an algo-
rithm for high dimensionality cases. Therefore two signi�cantly faster
heuristic algorithms were constructed. They both use the following
idea: moving in time from minimal ri to maximal di, at each release
time or the time of execution completion of some task we assign the
task with the earliest deadline to the fastest of the processors avail-
able at the moment. The di�erence between the �rst and the second
heuristic algorithm is the following: when scheduling tasks in the �rst
algorithm, we consider only currently free processors, interrupting the
least priority tasks only if there are no processors available, and in
the second algorithm we each time reassign the tasks to all system's
processors according to their priorities (deadlines), faster processors
being assigned the most priority tasks. The complexity of these two
algorithms is, correspondingly, O(mn) and O(n2 log2 n). In spite of
the theoretically and experimentally proven fact that the second al-
gorithm solves the problem correctly on a considerably wider set of
conditions than the �rst one, it generates the feasible schedule with
signi�cantly greater number of tasks interruptions (2(n�1)m against
(n�1)). This begins to a�ect its correctness when it is applied to the
feasible schedule problem with non-zero time required for tasks inter-
ruption. Three options for the calculation model of the processor's
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task interruption time are considered. For each model the boundary
conditions of the mean interruption time, at which the �rst algorithm
becomes more correct, than the second, were experimentally found.

Then the feasible schedule problem in its original statement is
considered. However, for the simpli�cation reason, it is assumed that
all the processors are working in discrete synchronized time units.
An algorithm was constructed for this special case, which reduces
the problem to �nding a multicommodity 
ow in a specially built
network, its correctness proven and its complexity calculated. This
algorithm is not polynomial, therefore the possibility of applying var-
ious heuristics is discussed.

For a single processor case of the original problem, however, far
more e�cient exact polynomial algorithmwas constructed. This time
the processor's work is not digitized into time units. A number of
statements describing this case were proven, and the algorithm was
constructed based on them. The algorithm starts with �nding an
optimal tasks order, then it constructs a feasible schedule moving
back in time from the latest due date to the earliest release time,
then having one more correcting pass forward in time. The comple-
xity of this algorithm is O(n2 logn).

Then we discuss another type of scheduling problem called job-
shop scheduling problem. In this problem, there are n jobs and m
machines. Each job could be done on a machine for speci�ed pro-
cessing time, and there are no prede�ned release times and due dates
for each job. At a moment, a machine can process only one job. A
processing of a job cannot be interrupted for relocating it on a di�er-
ent machine. Measure of e�ectiveness for the constructed schedule is
a total processing time. The job-shop scheduling problem lies in the
class of NP - complete problems and will hardly be solved with poly-
nomial algorithms. So �nding of e�ective approximate algorithms is
an important task.

The aggregation approach consists of three fundamental proce-
dures: decomposition, calculating, and linking. Decomposition is the
process of partitioning a large problem into two or more subprob-
lems, calculating is a process of �nding admissible schedules for the
subproblems, and linking is a process of constructing (aggregating)
the schedule for the initial problem using the schedules calculated
for the subproblems. Various procedures di�er with respect to the
decomposition strategy, calculating and linking algorithms.

Authors carried out a research aimed to �nd an e�ective hy-
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brid aggregation approach, in which the calculation procedure is
taken with heuristic algorithms, and applying it to di�erent job-shop
scheduling problems. The following scheduling problems were con-
sidered.

Problem 1. The machines are di�erent in functionality and per-
formance. That is the job's processing times are given as a matrix
jj
ijjj.

Problem 2. The machines are identical in functionality and per-
formance. That is the job's processing times are given as a vector
jj
ijj.

For Problem 1 the following approach is suggested. The prob-
lem is �rst solved using a greedy (fast) heuristic algorithm. Then
the problem is partitioned in such a way that a subproblem in-
volves rescheduling the jobs that were allocated on a part of ma-
chines, on that particular machines. For the rescheduling, the pseudo-
polynomial algorithm is used. Using directive interval bisection met-
hod, the pseudo-polynomial algorithm provides required precision
(for integer problems it can be used for constructing optimal sched-
ule). The linking involves the concatenating of the subproblems'
schedules.

For the Problem 2 the described above approach can be mod-
i�ed for better e�ectiveness. The so-called multi-level aggregation
approach includes the following. After the decomposition and calcu-
lating steps, the jobs allocated on one of the machines (for each of the
subproblems) are considered as a `bigger' job with the processing time
equal to the sum of the ones of the jobs. Let's call it aggregation.
So for the set of the aggregated ('bigger') jobs the steps of decom-
position and calculating are repeated. The aggregation process may
repeat several times until further decomposition is not e�ective (the
number is called the level of the algorithm). The linking involves
reconstruction of the initial jobs out of the aggregated.

Consider two special cases of Problem 2. The job's processing
times could be sorted in such a way that they follow arithmetical pro-
gression dependence or close to it. For these cases both the length of
schedule constructed by greedy algorithm and the measure of close-
ness are de�ned by the authors.

The described approach shows high e�ectiveness and underlies the
computational programs which have been run on multiprocessor and
cluster systems.
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About a Ruin Probability of an Insurance
Company

V.N. Igolkin and A.B. Kovrigin

St. Petersburg State University, Russia

e-mail: Vigolkin@pobox.spbu.ru

key words: ruin probability, insurance, non-Cramer model

A simple computational algorithm for an unruin probibil-
ity of an insurance company for the Lundberg-Cramer model,
when the both distribution functions are Erlang's ones, is pre-
sented. Besides, the Lundberg-Cramer model, when claims
are connected in a Markovian chain, is considered. A system
of integral equations ( analogous Cramer`s equation) is con-
structed. A non-Cramer model, in which every client initiates
an arrival of a claim is considered also. A state of a capital is
considering at moments n� , what permits to reduce the non-
Cramer model to a Markovian variant of the Cramer model.

After pioneer articles by Lundberg and Cramer [1], [2] there ap-
peared many papers, (see the bibliography in [3]), in which their
model (L-C) is developed and generalized. An evolution of a capital
of an insurance company is a random walk

uk = u+
kX
i=1

(c�i �Xi) = u+
kX
i=1

�i

in the model (L-C), where ti are moments of a claim arrival, �i =
ti � ti�1; c is an intensity of premiums, Xi are claims with a known
distribution function F (x), g(t) is a distribution function of �i. All
the random values are independent. If Pn(u) is an unruin probability
when t < tn, then there is the following reccurent relation

Pn(u) =

Z 1

�u
Pn�1(u+ y)d�c��X (y); (1)

where �c��X (y) is a distribution function of c��X. If n!1 in (1),
then we shall obtain an integral equation for an unruin probability
in in�nite interval:

P (u) =

Z 1

�u
P (u+ y)d�c��X (y) (2)
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A solution of (2) as the Laplace's transform is obtained in [1], if
g(t) = �e��t.

1. Let the both distribution functions be Erlang's ones (or Er-
lang's mixes). Then by the Laplace`s transform of (2) we obtain a
solution as a fraction with the numerator containing some unknown
constants. The number of the constants is equal to the number of the
roots of the denominator in the right halfplane and these roots are
the roots of the numerator also [4]. Thus, computation of an unruin
probibility is reduced to computation of the roots of the denominator
in the left halfplane.

It should be pointed out, that Erlang's mixes are good approxi-
mations for a wide class of distribution functions.

2. Now let's consider the main model (L-C), but the intervals
between claims are of several types (let it be m), and they are con-
nected in a Markovian chain with a known transition matrix f�i;jg.
The type of an interval de�nes a type of a claim that is its distribu-
tion function. Let Pj(u) be an unruin probability in the in�nite time
interval, provided that u is an initial capital and a claim of the j-th
type was the �rst. Then the followig system of integral equations
may be put down

Pj(u) =

Z 1

�u

mX
k=1

�j;kPk(u+ y)d�j;k(y); j = 1; :::m: (3)

A description of the capital dynamics for 0 < t < t1 should be added
to the system as analogy with an initial state for Markovian chains.

3. Now we shall consider a dynamic non-Cramer's ruin model,
in which every client initiates an arrival of a claim. A state of the
capital is being analized at the moments tn = n� . A stream of clients
is the simplest one with the parameter �, every client brings in a
random premium and initiates an arrival of a random claim. Using
the queueing theory, a client is put into service with an exponential
service time interval. This system has an in�nite number of service
devices. In order to calculate a capital of a company at the moment
tn, it is necessary to know the number of arrived clients and serviced
clients. If un and un+1 is a capital at the beginning and the end of the
interval correspondingly, then un+1 = un +Xn � Yn, where Xn and
Yn are positive and negative increments obtained during the interval
� . Unruin probabilities for two adjacent moments are interrelated in
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the following manner

Pn+1;j(u) =
X
k

Z 1

0

'j;k(x� u)Pn;k(x)dx: (4)

If n ! 1 in (4), then we obtain a system of integral equations
for Pj(u); j = 1; 2; :::, which are unruin probabilities in the in�nite
interval under assumption that u is the initial capital and j clients
were without service at the end of the �rst interval

Pj(u) =
X
k

Z 1

0

'j;k(x� u)Pk(x)dx; j = 1; 2; : : : :

Some initial conditions should be added to the system. The system
consists of an in�nite number of equations. It may be done �nite one
in di�erent ways, for example in the following way: if the queue is
equal to some N , the next clients are rejected.
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In the theory of in�nite-dimensional optimization, in par-
ticular, in optimal control problems, available methods (for
example, gradient methods) usually exhibit weak convergence
with strong convergence with respect to control. Thus, an im-
portant problem is to develop stable numerical methods with
respect to control. To this end, various regularization methods
are applied. The results suggested deals with an analogous
task. Speci�cally, we propose strongly convergent (in argu-
ment) methods for a class of convex problems with inequality
constraints.

For many available optimization methods, issues related
to their implementability and e�cience remain important.
Such issues include the development of numerical methods
and algorithms not involving in�nite inner procedures and a
search for and formulation of stopping rules. The methods
suggested in this work deals with these tasks. Two numer-
ical methods with �nite-step inner procedures are proposed
for solving convex in�nite-dimensional minimization problems
with inequality constraints. The methods are based on regu-
larization, gradient projection, constrained gradient and dual
techniques. For the methods, stopping rules are obtained, es-
timates for the rate of convergence in the functional are proved
and strong convergence to a normal optimal element is shown.
The results presented here are e�ective for problems with con-
vex functionals and quadratic inequality constraints.

Exact Penalty in One Feed-back Optimal Control
Problem?

V.V. Karelin

St. Petersburg State University, Applied Mathematics Dept.

The problem of reducing a constrained mathematical program-
ming problem to an unconstrained one has been given a great deal of
attention. In most cases such a reduction is performed with the help
of so{called penalty functions. At present the theory of Penalization
is well developed and widely used (see, e.g., [1{2]).

The exact penalization approach is most interesting and elegant
but it generally requires solving a nonsmooth problem even if the

?The research was supported by the Russian Foundation for Basic Research
(grant RFFI No. 97-01-00499)
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original one was smooth. However, recent developments in Nondif-
ferentiable Optimization give some hope that these di�culties will
be overcome. To be able to reduce a constrained optimization prob-
lem to an unconstrained one via exact penalization it is suitable to
represent the constraining set in the form of equality, where the func-
tion describing the set must satisfy some conditions on its directional
derivatives (or, in general, on its generalized directional derivatives).

In the present report we show how to describe the constraints |
given in the form of di�erential equations | by a (nonsmooth) func-
tional whose directional derivatives satisfy the required properties.
This problem is reduced to a nonsmooth unconstrained optimization
problem.

Let x 2 IRn; u 2 IRm; t 2 [0; T ]; T > 0 �xed, f : IRn� IRm� IR!
IRn be di�erentiable with respect to x and u. The functions f;

@f

@x
;
@f

@u
are assumed to be continuous on IRn� IRm � IR.

Consider the following system of di�erential equations, depending
on the control u 2 v where v is the class of piecewise continuous (in
general, measurable) on [0,T] vector functions:

_x = f(x; u; t); x(0) = x0: (1)

Let C[0; T ] be the class of n{dimensional vector functions z(t) con-
tinuous on [0; T ]. Consider the set


 := f[z; u] j z 2 C[0; T ]; u 2 V : '(z; u) = 0g;
where

'(z; u) :=

"Z T

0

�
z(t) � f(x0 +

Z t

0

z(� )d�; u; t)

�2
dt

#1=2
:

Note that '(z; u) � 0 8z 2 C[0; T ]; 8u 2 V:
It is shown that if '(z; u) > 0 then ' is di�erentiable (in some

sense) at [z; u]. If '(z; u) = 0 then ' is directionally di�erentiable
(in some sense) at [z; u] (even subdi�erentiable). Let us consider the
problem of minimizing the functional

I(u) =
Z T

0
F (x(t; u))dt;

where x(t; u) is the solution of (1) with u 2 V , and F (x) is a smooth
function.
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This problem is equivalent to that of minimizing the functional

'(z; u) =

Z T

0

F (x0 +

Z t

0

z(� )d� )dt

subject to the constraint '(z; u) = 0:
Theorem. If ' is Lipschitz on C[0; T ] � V then there exists a

�0 � 0 such that for any � � �0 the set of minimizers of ' on the set

 = f[z; u]j'(z; u) = 0g coincides with the set of minimizers of the
function

 �(z; u) = '(z; u) + �'(z; u)

on the entire space C[0; T ]� V .
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Parameter Estimation by Maxmin Method of
Likehood Function

A.N. Katulev and M.F. Malevinsky

Tver State University, Russia

This article is motivated by the need for more e�ective
methods of optimum decision- making problem in a task of es-
timation of parameters when a priori uncertainty exists regard-
ing of additive obstacle components maintained in equation of
observation. The solution of the task is found upon guaranteed
result principle. According to this principle in presented paper
a method has developed for treatment of sample-date in order
to estimate vector of parameters with using likehood function.
The novelty of the solution is in transformation of maximini-
mum task to full-problem of eigenvalues for positively de�nite
matrix.

We ±onsider the following linear equation

L = FA+ � + #; (1)

where L is sample-date, F is N � n matrix, A is vector of param-
eter estimations of size n, � is random vector of errors of sampling
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observations of size N , this vector is normally distributed with zero
expectation and covariance matrix K� of size N �N , and # is vector
of size N . It is known that elements #r, r = 1; N; of this vector
satisfy following condition:

j#rj � �r; r = 1; N;

where � = (�1;�2; : : : ;�N )T is a given vector.
We would like to notice that the equation written above is analog

to the equation of observation in vector-matrix form. In connection
with such a priori uncertainly of values of vector # we shall use max-
iminimum principle for parameters estimation of vector A in order
to guarantee accuracy of their calculating. Then according maxi-
mum likehood method an estimation of vector A is calculated from
following criterion

I = max
j#j��

min
A
(L � #� FA)TQ(L � #� FA); (2)

where is inverse covariance matrix for K� that is Q = K�1
� .

For �xed vector # minimum of (2) is achieved when

A = G�1FTQ(L� #); (3)

where G = FTQF .
Substituting expression (3) in functional (2) we obtain

I = max
j#j��

(L � #)TC(L � #); (4)

where C = Q� QD �DTQ+DTQD and D = FG�1FTQ.
Since matrix Q is positively de�nite then matrix C is positively

de�nite too. If we reorder terms of the expression (4) and ignore term
LTCL which does not depend on # then functional (4) is reduced to
following form

#T ~N#� 2LTC#: (5)

Let matrix P be the matrix of eigenvectors of matrix C. Since
matrix C is positively de�nite then all its eigenvalues �i; i = 1; N are
positive, that is �i > 0.

Now we use Py instead of #. Then quadratic form (5) may be
written like this

�1y
2
1 + � � �+ �N y

2
N + �1y1 + � � �+ �NyN ; (6)
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where �i, i = 1; N , is element of vector � = �2LTCP .
We have equality

#21 + � � �+ #2N = y21 + � � �+ y2N (7)

for vectors # and y. It follows from (7) that this equality will be
ful�lled if #2i = y2i , i = 1; N . But since j#ij � �i, i = 1; N , then for
yi, i = 1; N , we have

jyij � �i; i = 1; N: (8)

In this case maximum of expression (6) must be equal to sum of
its components

�iy
2
i + �iyi; i = 1; N; (9)

with constraints (8).
Maximum of expression (9) is achieved at the following values of

variables

#i = yi =

�
�i; when �i � 0;
��i; when �i < 0;

; i = 1; N: (10)

Now if we substitute elements of vector from (10) into equation (3)
then we obtain maximinimumestimation of vector A and guaranteed
value for covariance matrix of estimations of vector A is equal K� =
G�1FTQ[K� +��T ](G�1FTQ)T .

Thus we obtain the following result.
Theorem. If sample-date (1) has be with a priori uncertainty

of additive obstacle vector # then optimum estimation of vector A
is guarantee its values. Such estimation is calculated from expres-
sion (3) under condition that vector # is determined from (10) and
accuracy characteristic of its components is determined from (11)
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In the given paper the formalized statement of primary
goals of innovational activity | optimal choice of the invest-
ment project and creation of an optimal portfolio of potential
investors | as tasks of multicriteria optimization is submit-
ted. The algorithm of their solution developed by the author
is o�ered, on the basis of a method of guaranteed result and
normalization of criteria.

Economic Motivation of Coalition Formation in
the International Military Campaigns

G.V. Kolesnik

New Economic School, Russia

key words: cooperative games, coalition formation, coalition sta-
bility, military campaign

A simple model of coalition formation by the economically mo-
tivated countries is considered. It is found that it can be pro�table
for the countries with weak economies to participate in such a coali-
tion, while the better o� countries can incur losses in this case. The
structure of a stable coalition is determined.

It is shown for the members of anti-Iraqi coalition of 2003 that
the characteristics of military forces for the countries with weak
economies satisfy this model's predictions, while the ones for almost
all well-developed NATO countries do not.

The experience of anti-Iraqi coalition formation in the military
campaign of 2003 shown that the participation of at least some coun-
tries in it may be caused by economic motives. We could see that
despite the resistance of the major economies in Europe | France and
Germany, several Eastern Europe and CIS countries with relatively
weak economies, some of which are not NATO members, supported
this operation.

Here we construct a simple model of coalition formation by the
economically motivated countries. We show that it can be pro�table
for the countries with the weak economies to participate in such a
coalition, while the better o� countries can incur losses in this case.
We determine the structure of the stable coalition in this model.

The model includes N countries, each of them can become a mem-
ber of a certain coalition which is formed in order to carry out a
military operation. Each country is characterized by its economic
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potential �i which represents an aggregate measure of the country's
welfare.

Each member of the coalition provides for the campaign a mili-
tary force which is characterized by military potential �i. This value
measures the ability of the military force to control occupied territory
and to maintain order on it. As a proxy for this measure we take the
number of the troops of a given country.

We assume that the expected gain from the campaign which is
carried out by the coalitionK is an increasing concave function V (�K)
of the coalition military potential

�K =
X
i2K

�i:

This function represents the overall economic gain net of the cost
of the military campaign maintenance. We also introduce another
type of costs which are related to the reconstruction of the occupied
country's economy. We assume that the costs of this type are �xed
and equal to c.

If the coalition K has more than one member the problem of the
gains and costs sharing arises. We assume that the costs of military
campaign and its gains are distributed according to the military po-
tentials of its members, while the costs of reconstruction are borne
primarily by the economically developed countries.

Then the total expected gain of the ith country in case of partic-
ipation in the coalition K is

ui(K) =
�i
�K

V (�K) � �i
�K

c: (1)

In the case of non-participation the country's gain is zero.
The gain of ith country can be rewritten in a form

ui(K) =
�i

��i + �i
V (��i + �i)� �i

��i + �i
c; (2)

where ��i and ��i are total military and economic potential of the
coalition Knfig.

By di�erentiation of (2) with respect to �i, �i, ��i and ��i, one
can obtain the following result.

Proposition 1. 1) The gain of ith country (2) is an increasing func-
tion of its military potential �i and a decreasing function of its eco-
nomic potential �i.
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2) The gain of ith country (2) is an increasing function of the
total economic potential of the other coalition members ��i and a
decreasing function of the other coalition members military potential
��i.

This simple result shows the reason why the weakly-developed
countries are willing to participate in a military campaign, while the
better o� countries do not.

The participation condition of the ith country in the coalition K
is

�i
�K

V (�K) � �i
�K

c > 0: (3)

If the values of �K and �K are �xed then the condition (3) de�nes
the set of parameters (�i; �i) of possible members ofK. The boundary
of this set is the line de�ned by

ri =
�i
�i

=
�K
�K

c

V (�K)
= rK

c

V (�K )
:

We refer to value ri as ith country's militarization level. It follows
from the proposition 1 that it is more pro�table to participate in the
same coalition for a country with higher militarization level.

Let's study the possible structure of the coalition which can form
according to this model.

The �rst condition this coalition should satisfy is the participation
condition (3) for each member of K. We call such coalition weakly
stable.

The weak stability condition implies that the campaign carried
out by coalition K has non-negative economic e�ect

V (�K ) > c; (4)

which gives us necessary condition for existence of weakly stable coali-
tions.

The second stability condition is the absence of incentives for
non-member countries to join the coalition K. Because the gain of a
non-member is zero the corresponding condition is of the form

�j
�K + �j

V (�K + �j)� �j
�K + �j

c < 0; for all j =2 K: (5)
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The coalition K which satis�es both condition (3) for each i 2 K
and the condition (5) is called here stable.

The notion of stable coalition in this problem is equivalent to
Nash equilibrium in the following game. There are n players, each of
them has two strategies: \to cooperate" and \to be alone". The ith
player's gain is equal to zero if he chooses to be alone and is equal
to ui(K) if all members of K (and only them) choose to cooperate
and i 2 K. Then the pure strategies of the subset K of players who
choose to cooperate form Nash equilibrium if and only if K is a stable
coalition.

It is possible to �nd some examples when there is no stable coali-
tion in this problem. Fortunately, the necessary and su�cient condi-
tion of the existence of a stable coalition can be formulated.

Proposition 2. Let the players be ordered according to their mil-
itarization level. The stable coalition exists if and only if for some
k 6 n there exists a weakly stable coalition of k countries with greatest
militarization levels.

The proof of this proposition allows to show explicitly the struc-
ture of such a coalition, that is pointed out in the corollary.

Corollary. Each stable coalition is the subset of k 6 n countries with
highest militarization levels.

So, the model considered predicts that the economicallymotivated
countries form the coalitions of the speci�c structure: it consists of
one or several \donor" countries with well-developed economy which
bear the major part of costs, and several countries with weak economy
but high militarization level which try to get some economic bene�ts
from the participation in the campaign.

It is interesting to look at the anti-Iraqi coalition structure of 2003
military campaign from the point of view of this model. For this
purpose we use the number of troops of each member of the coalition
to measure its military potential �i and the aggregated economic
indicators from the World Bank database for the economic potential
�i.

We �nd that most of the countries with weak economies in the
coalition which took part in the military action (67 %) had higher
militarization levels than the leaders of this campaign, the United
States and Great Britain. At the same time almost all NATO coun-
tries which participated in this campaign had signi�cantly lower mil-
itarization levels.
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Such a situation indicates that the participation of CIS and East-
ern Europe countries with the weak economies in this coalition could
be motivated by possible economic bene�ts, while the most of NATO
countries had other incentives to join the coalition.

Optimization Based Flow Control in
Communication Networks with Moving Nodes

I.V. Konnov and O.A. Kashina

Kazan University, Kazan, Russia

e-mail: Olga.Kashina@ksu.ru

The class of network 
ow control problems is rather large and
thoroughly investigated (see, e.g., [1]). Recently, the development of
the so-called elastic computer and telecommunication networks which
admit the variable data transmission rate (such as networks using the
TCP/IP protocols and ATM networks) caused a lot of new problems.
Most of them imply the optimization of some performance criterion
which describes the total utility of the network. A lot of problems is
related to the performance of wireless networks which have several
speci�c features such as the absence of prede�ned physical links be-
tween the nodes, the mobility of nodes, and the boundedness of the
batteries capacity. Because of the stochastic character of the nodes
movement and absence of any central decision maker, the usual so-
lution methods for such problems are simulation based. However, we
believe that optimization based approach may be useful for the as-
sessment of the network e�ectiveness and for working out of some
control solutions.

In this paper, we consider several optimization problems for wire-
less networks and propose the corresponding solution techniques. We
treat the nodes of a wireless network as moving objects located in
some bounded plane area. We suggest to consider the movement of
each node as an independent Markovian chain, i.e., given the loca-
tion of a certain point at a given time moment we can obtain the
probabilities of its location at the next moment. For simplicity, in
this paper, we implement the particular case of this model which is
based on the so-called transition probabilities. Obtaining the proba-
bility distribution for each node location enables us to calculate any
other variable such as the average distance for a pair of nodes, the
probability that a node is "heard" by another one, etc. Regardless of
the way we calculate the probability distribution, we thus de�ne the

116



network topology.
Each node can act as an origin, a destination or a transmitter

of data packages. We �rst focus on evaluating the network parame-
ters which are related to 
ows distribution and energy consumption.
The corresponding optimization problems can be viewed as certain
generalizations of the well known problem of maximal 
ow.

For any i, j, we denote by fij the 
ow from node i to node j.
Evidently,

P
j2I(i;q)

fij is the total 
ow sent by node i;
P

j:i2I(j;q)

fji is

the total 
ow received by node i, where I(i; q) denotes the set of
nodes which hear node i within the prescribed probability q. For

short, we denote these 
ows by f (1)i ; f
(2)
i , respectively. The battery

capacity consumption for node i is �i � f1i + �i � f2i . Without loss of
generality, we assume that the sets of origins, destinations and "pure"
transmitters do not intersect. (Otherwise, we enumerate the nodes
which combine two or three roles as separate nodes.) We denote
the mentioned sets by O, D, and T , respectively. We write the 
ow
balance constraints: X

o2O

f (1)o =
X
d2D

f
(2)
d (1)

f
(1)
i = f

(2)
i ; 8i 2 T; (2)

and the 
ows nonnegativity constraints

fij � 0; 8i 6= j; fi;i = 0; 8i: (3)

We consider the following basic problems:

a) Maximization of the total 
ow via the network

X
o2O

f
(1)
i ! max

subject to (1) { (3), and the following constraint on energy consump-
tion:

�i � f (1)i + �i � f (2)i � 
i; 8i;
where each 
i is the battery capacity which provides the transmission
level ui for node i.

b) Minimization of energy consumption
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X
i

�i � f (1)i + �i � f (2)i ! min

subject to (1), (2), (3), and the constraint on the total originating

ow: X

o2O

f (1)o � �:

Since the problems stated above are linear programming problems,
we can obtain their precise solutions within a �nite number of steps
of a linear programming technique (see, e.g., [2]). We can also formu-
late the corresponding dual problems and solve them approximately
in order to obtain satisfactory feasible solution within an acceptable
time interval. In [3], we investigate the computational aspects for net-
work 
ows optimization problems. The above problems enable us to
estimate the characteristics of a network a priori, without conducting
any experiments or computer simulation.

In practice, there often occur various problems of operating con-
trol of networks. Below we show that the latter can be formulated as
generalization of the above problems. Namely, introducing 
ow vari-
ables for each particular origin-destination pair, we obtain extensions
of the above optimization problems, whose solutions enable us to con-
struct routing tables throughout the network. The new problems are
also either linear programming problems or can be reduced to those,
we can solve them by the linear programming techniques. Taking
into account the speci�city of the matrix of constraints coe�cients,
we can apply the decomposition procedures. In [3] we propose the so-
called adaptive approach to solve the linear programming problems
of network control, which implies the step-wise constructing of the
set of constraints (or variables) of the problem. This approach is ap-
plicable to the problems described in this paper. This enables us to
reduce the dimension of the problem, which is being solved on each
step, and to accelerate the convergence of the algorithm by using the
previous optimal solution as an initial one at a current step. In [3]
we also describe the dual approach, which can be used if we need to
obtain some feasible solution within a short time interval. Ibid, the
results of numerical tests are described.
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Import Duties and International Trade
Competition?

A.A. Korneev

Moscow State University, OR Dept.

e-mail: korneev1983@mail.ru

Consider n identical countries, denoted by i = 1; : : : ; n. Each
country has a government that sets an import duty, a �rm, that
produces output for home consumption and export, and consumers
who buy at the home market from either the home �rm or foreign
�rm. If the total quantity at the market in country i is Qi, then the
market-clearing price is Pi(Qi) = a�Qi; a > Qi. The �rm in country
i produces hij items for market in j's country. Thus, Qi =

Pn
j=1 hij.

The �rms have a constant marginal cost, c, and no �xed costs. Thus,
the total cost of production for �rm i is Ci(hi1; : : : ; hin) = c

Pn
i=1 hij.

The �rms also incur tari� costs on exports: if �rm i exports hij to
country j, when government j has set import duty tj , then �rm i
must pay tjhij to government j.

This situation may be described by game:

� = hXi; Yi; ti 2 [0;1); hij 2 [0;1); Fi; Gi; i; j = 1; : : : ; ni;
where Xi is government, Yi is �rm; ti is government's strategy (import
duty), hij is �rm's strategy (quantity of production from i's country
to j); Fi is government's payo� function, and Gi is �rm's payo�
function.

?The author thanks for support fromPresident's grant \The Support of Lead-
ing Scienti�c Schools", No-1815.2003.1
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The timing of the game is as follows. First, the governments simul-
taneously choose import duties, t1; : : : ; tn. Second, the �rms observe
the import duties and simultaneously choose quantities for home con-
sumption and for export, (h11; : : : ; h1n); : : : ; (hn1; : : : ; hnn). Third,
payo�s are pro�t to �rm i and total welfare to government i, where
total welfare to country i is the sum of the consumers' surplus1 en-
joyed by the consumers in country i, the tax for the pro�t earned by
�rm i, and the tari� revenue collected by government i from �rms
j : j 6= i:

Gi(h11; : : : ; hnn; t1; : : : ; tn) = 
a�

nX
k=1

hki

!
hii +

X
j 6=i

 
a�

nX
k=1

hkj

!
hij ��c

nX
j=1

hij �
X
j 6=i

tjhij

Fi(h11; : : : ; hnn; t1; : : : ; tn) =
1

2
kiQ

2
i + siGi + ti

X
k 6=i

hki;

where si is pro�t tax in i's country, si 2 [0; 1], and ki is a constant,
ki 2 [0; 1].

Theorem. In the game �, there is a single equilibrium in pure
strategies (t�i ; h

�
ij; i; j = 1; : : : ; n). These strategies are:

h�ii = [n(1� ki) + 3 + ki]T ; h
�
ij = [2� 2sj + kj]T; j 6= i;

t�i = [n(1� ki) + 2si + 1]T;

where T = (a� c)=[n(4� 2si � ki) + 4 + 2si + ki].
The basic model with n = 2 was taken from the book [1].

If we consider the price function Pi =
a

Qi
and n = 2, it is possible

to show that

h�ii = a[(6c� kip
lim
i )(kip

lim
i � 2c(2si � 1))]=[16c3(2� si)

2];

h�ij = a[(kjp
lim
j � 2c(2sj � 1))2]=[16c3(2� sj)

2]; j 6= i;

and
t�i = [2c(2c(si + 1)� kip

lim
i )]=[kip

lim
i � 2c(2si � 1)];

where plimi is a maximal price which a consumer in i0s country can
pay for an item of the good.

1If a consumer buys a good for price p when she would have been willing to
pay the value v, then she enjoys a surplus of v � p. Given the inverse demand
curve Pi(Qi) = a � Qi, if the quantity sold on market i is Qi, the aggregate
consumers surplus can be shown to be ( 1

2 )Q
2
i .
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Multicriteria Game Model for Two-sided Auctions?

Elizabeth M. Kreines

Moscow State University, System Analysis Dept.

Two-sided auction of buyers and sellers is treated as a two-person
multicriteria game. The �rst player (the Seller) consolidates sellers
at an auction of a single good. Each ith seller has his own cost ai for
manufacturing one unit of the good. If the auction price be c� and
the seller sell V �i units then his payo� fi is equal to V

�
i (c

� � ai).
Values V �i and c� depend on the auction result, which in its turn

is determinate by the strategies of all the sellers (x) and buyers (y)
at the auction. The �rst player aims in the game to maximize the
vector-function

f(x; y) = fV �i (c� � ai)j i 2 Ig
over the set X of sellers' strategies x = (xij i 2 I), where I is the set
of sellers and xi = (Vi; ci) contains the volume and its price for sale
that the ith seller supplies at the auction.

Similarly the second player (the Buyer) consolidates all the buyers
(j 2 J) at the auction. The strategy yj = (Vj ; cj) of the jth buyer
contains the volume and its price in his bid. The buyers' strategy is
described by the vector y = (yj j j 2 J) 2 Y .

Let aj be the price of one unit of the good that represents its
utility for the jth buyer. Then his payo� gj is equal to V �j (aj � c�)
where V �j is the quantity which the jth buyer has bought at the
auction that depends on (x; y). The second player aims to maximize
the vector-function

g(x; y) = fV �j (aj � c�)j j 2 Jg
with respect to y 2 Y .

Evidently the �rst player tries to maximize ±�, but the second
player tries to minimize it. However the multicriteria case under

?The Research is supported by Russian Foundation for Basic Research (grant
N02-01-01113).
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consideration is not reduced to a simple antagonistic game. Also this
game is not zero-sum multicriteria game. An approach to the game
solution is proposed in the paper.

Digital Libraries with Human interFACE:
Information Storage, Retrieval, and Analysis

Toolkit
Mikhail G. Kreines nad Alexander A. Afonin

Moscow Center for New Information Technology in Medical Education,

Moscow Medical Academy

1. The statement of the problem. Society and its institu-
tions (political, social, scienti�c, educational, professional, and so on)
produce the hutch amount of information. And modern people are
forced to navigate in this information. But the real di�culties are to
do it e�ciently. Digital libraries are the principal way. The problems,
structures, and technologies of scalable digital libraries' e�ective us-
age and creation both for small (thousands) and large (thousands of
millions) documents' collections are under discussions in the paper.

To get information a person (user) wants, it is necessary to solve
the set of subsequent problems:

1) a user forms inquiry to express one's needs in information;
2) a user determines the �eld of search (for example, one's personal

computer, particular data base or digital library, Internet, English
language Internet);

3) the search & retrieval tools analyze the inquiry and the de-
scription of the search �eld and produce formal inquiry and scenario
of the search;

4) the search & retrieval tools ful�l the search;
5) analyzing the results of the search to determine the consistency

of retrieved documents and inquiry. (Possible but di�erent things are
to give user thousands documents containing some words from inquiry
or twenty documents of direct interest for the user);

6) the search & retrieval tools form and present to the user the
results of the search on the base of their analysis;

7) now a user should remake inquiry and/or description of the
search �eld in a hope to get necessary information in the right place
and in a right time and try the hole circle once more.

Developing good digital library means creation of the tools and
data structures to solve problems 1)-6) in a way avoiding multiple
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solving of the problem 7) by the user who wants to get information.
Here, critically important are tools and data structures which can get
the integral information about the sets of documents in the digital
library. The user and search & retrieval tools can e�ciently solve the
above problems on the basis of this information. And only then user
can analyze and interpret collected information for decision-making,
research, work, experience, and entertainment.

The situation is that problems 1)-6) are di�cult and bad solutions
of at least one of the problems really lead to the impossibility to
satisfy the information needs of the user. So to get right information
to the user, Digital Libraries need e�cient data analysis tools and
data structures well suited to the analysis tools. For example, usually
it is a di�cult problem for the user to express realistically his/her
information needs as a list of key words or as a leaf in a classi�cation
tree used for representing the semantics of a subject domain of the
user's interest. And if user fails to do this, no search & retrieval
tools can help to get right information. But if the user does, the
tools should be in consistence with the data one can used to express
information needs and data are used to describe the documents in
the search �eld.

2. The Ideal Digital Libraries functions and data struc-

tures. The analysis of the textual information search & retrieval
shows that development of the Ideal Digital Library means the cre-
ation of the toolkit for the solutions of the set of interrelated prob-
lems:

- to control of the search �eld;
- to help user in forming the inquiry;
- to analyze the users' inquiry;
- to search and retrieve information with high precision and recall;
- to analyze the retrieved documents;
- to form and to present ordered results of the search to the user;
- to create secondary information (secondary resources) to support

e�cient solving of the above problems and applied problems of the
user (from both simple and comprehensive indexing of the documents
to the generation of the user's pattern for individualization of the
search and analysis of information).

Thus the main functions of the Ideal Digital Library for the suf-
�cient support of the its human interface are:

- to search and retrieve information;
- to help in forming the inquiry;
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- to analyze information resources and to make their descriptions;
-to create secondary precise, expressive and repeatable informa-

tion to describe individually single document and to describe inte-
grally the collections of documents;

- to get information to help user in solving applied problems on
the base of the information itself or on the base of the secondary
resources.

For the information search, retrieval, and analysis in the Ideal
Digital Library one needs to have: - di�erent search mechanisms (se-
mantic search based on the computational characterization of the
documents or on metadata using some thesauri or ontology | the
sorts of secondary information, contextual search by words present-
ing in the document, not semantic metadata search | author, title,
source, data of publication of the document, for example),

- the e�ective support for the user's forming of the inquiry,
- the possibility to incorporate the user patterns | information

about user and user's behavior (evaluation of retrieved documents)
during search and analysis of retrieved information and standard sce-
narios of search during information retrieval,

- the ordering of retrieved information by its consistency with
inquiry and a sort of explanation of this ordering,

- the speci�c media to facilitate analysis of collected information
by the user.

To form precise selectable and expressive inquiry one needs special
services based on secondary information described both documents
and the sets (speci�c collections) of documents. The usage of inter-
esting for the user document as an inquiry and easy and comfortable
�nding of one interesting document in search �eld by using the sec-
ondary information| this is an e�ective way to retrieve information.

In the case of large-scale digital library or not large but personal
library the development of precise, expressive and repeatable sec-
ondary information can be very expensive and time consuming for
society, corporation, or person. The common way to develop sec-
ondary information is to use some standard descriptions of the doc-
uments prepared by the experts in the subject domain (non expert
can do no useful description). But requirements to create precise,
expressive and repeatable secondary information are contradictory.
That's why society, corporation, and person need computational ser-
vices to convert the collection of the texts in computer or in computer
network to the Ideal Digital Library with functions discussed above.
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It is wonderful that one can compute the complex secondary in-
formation to support all the functions of the Ideal Digital Library
on the basis of single data structure. The e�cient way to do it and
to develop and use digital library with human interface is technology
Key to Texts (K2T). In this technology, we use only the dictionaries
and indexes of the words and the key words of the documents as the
secondary information.

3. Technology Key to Texts | the Digital Libraries

toolkit. The base of our technology is the algorithm of construction
semiotic pattern of a text | weighted set of words, semiotic mostly
strongly connected among themselves in the text. It is wonderful that
when a man makes the analysis and interpretation of this computed
set of words, their intelligence and connection with subjects, contents
and sense of the analyzed text is obvious. This list usually includes
20-30 words for the di�erent volume intelligent texts (from the half
of the page till the mane dozens of pages). The computations of the
semiotic pattern of the text do not require any semantic information
and knowledge of language grammar. These computations use orig-
inal metrics to extract semiotic connected words in the texts. This
metrics (proposed by M. Kreines) uses only combinatorial statistics
of the words in the analyzed text and in some set of the texts, rep-
resentative for language in which the analyzed text is written. The
choice of reference set of the texts is equivalent to the formulation
of positions of the man, who wants to perceive the concrete text.
It is possible to limit such choice to the reference texts of a certain
group of carriers of language, for example, professional or political.
The problem of forming the reference set of the texts can be treated
as implicit forming of a subset of language adequate to the subject
perceiving the text.

In the technology K2T, the text is a self-similar structure. If
monothematic text is divided into two nearly equal parts, there semi-
otic patterns will be very similar to each other and to the semiotic
pattern of the text. This self-similarity is the base for computing
information to describe individually single document and to describe
integrally the collections of documents.

The semantic interpretation of semiotic pattern of the text by the
user of the technology is based on two basic hypotheses: 1. semiotic
characteristics (semiotic connections of words in the text) determine
semantics of the text; 2. to understand or to get a sense of the
concrete text it is necessary to determine a reference set of the text,
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in which context it is necessary to perceive the concrete text.
In essence, it is practically folklore axioms in the linguists, philolo-

gists and psychologists societies. It is enough to recollect two classical
formulations: the man is a style and the man is a text.

Validity of the formulated hypotheses proves to be true by high
e�ciency of the computing analysis of the texts in technology K2T.

The technology K2T assumes that it is necessary to identify uni-
form various forms of each word (for example, one noun in various
numbers or a verb in various times, singular or plural number). Such
identi�cation enables us to take into account the concrete grammati-
cal forms of the words for construction of semiotic patterns of the text.
For this purpose, the knowledge of the morphology of the language is
used. In our technology this procedure (so-called lemmatization) is
based on the speci�c morphological analysis, which allows with high
reliability to recognize various forms of concrete words of the given
language. Now lemmatization (morphological analysis of the words)
is working for Russian and English texts.

The semiotic pattern of the text | the weighted set of words really
is unique precise, expressive and repeatable secondary information
characteristic of the text. We have looked this in our experiments
with Reuters Research Corpus. It includes about 800000 texts of
Reuters news. In many thousands of experiments we conducted with
the Corpus we got semiotic similarity of two texts more then 96%
only for practically identical texts.

The dictionaries and indexes of the words of the documents and
the words of the semiotic patterns of the documents (key words)
are the main secondary information structures for the technology
K2T. This secondary information allows implement scaleable uniform
toolkit for solving all main information storage and retrieval problems
and digital libraries' functions:

- computational semantic indexing and annotation of the texts,
- development e�cient tools for making inquiry and navigation

into the sets of documents, including possibility to use interesting for
the user document as an precise, selectable, expressive, reliable, and
repeatable inquiry,

- computational integral description of the documents and collec-
tions of documents,

- high precision and recall information search and retrieval,
-precision and repeatable analysis of consistency of retrieved doc-

uments and inquiry, similarity of documents and ordering documents
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by their consistency to each other or to the inquiry,
- semantic classi�cation and grouping of documents, control (if

necessary) the process of classi�cation and grouping the documents
by human experts,

- dynamic analysis of enriched collections of documents to identify
new items and new connections between subjects.

The base for K2T digital library toolkit is the computation of the
semiotic pattern of the text. This secondary information (generated
by the technology itself) is used by K2T as the main data to solve
all the problems of information search, retrieval, and analysis. The
structures of data for K2T include texts | primary information (not
obligatory), the dictionaries of the words, lemmas, the indexes of
lemmas in the texts, the semiotic patterns of the texts and the indexes
of lemmas in the semiotic patterns.

To make the large-scale corpus of texts interactively searchable
for user, K2T implements new type of navigation tool | adaptive
interactive thesaurus (AIT). AIT is interactive construction based on
the semiotic pattern of the texts of the corpus. The reader begins
here work with AIT by any word from the semiotic pattern of any
text of the corpus (interactive step). For the reader's usability we
join the lists of words in alphabet order and use some other ways to
navigate through long list of the words. The second step is done by
the computer system. It presents to the reader the list of all words
included in the semantic patterns of any documents together with the
word the user have selected (adaptive step). Now reader selects next
word of interest. And computer system presents new list of the words
included in the patterns of documents with two words of reader's
selection. We believe this is similar to the thesaurus because the
words from the lists are key words for the texts under consideration.

AIT is a tool to solve standard hard information retrieval prob-
lems: how to construct the query with not empty set of the search
results, how to construct the query with reasonable set of the search
results, how to arrange e�ective user's feedback for search system and
user.

The same time AIT is a tool to develop new services:
- aggregating large scale collections of the texts into secondary re-

sources for e�ciently information and essential knowledge retrieval
(including terminological and logical structure of the subject do-
main),

- extracting novelty in the subject domain,
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- �nding the cross links in di�erent subject domains.
We present data structures for scalable technology K2T, scaleable

hardware organization for K2T e�ective realization, experience of its
usage for construction and application of digital libraries, possibility
to use K2T in solving all the problems described above, and applica-
tions of technology K2T in social and political information analysis.

Generalized Congestion Games?

N.S. Kukushkin
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Strategic games are considered where the players partici-
pate in the functioning of certain \objects." The state of each
object depends on the number of participants; the utility of
each player is a continuous, symmetric, and strictly increasing
function of the states of relevant objects. A list of such func-
tions ensures the existence of a Nash equilibrium regardless of
other characteristics of the game if and only if each of them is
additive up to a monotonic transformation.

The notion of a congestion game was introduced by Rosenthal
(1973). The class of congestion games played a central role in Mon-
derer and Shapley's (1996) theory of potential games. Here we show
that additive aggregation of intermediate utilities in congestion games
is, in a sense, necessary for their nice properties.

A generalized congestion game � may have an arbitrary (�nite)
set of players N whereas the sets of strategies and utility functions
satisfy certain structural requirements. There is a �nite set A of
objects; Rosenthal called them \factors." Each strategy is a subset of
A, Xi � 2A n ;. With every � 2 A, an intermediate utility function
is associated, '� : N! IR.

Given a strategy pro�le x 2 X =
Y
i2N

Xi, we denote, for each

� 2 A, N (�; x) = fi 2 N j � 2 xig: the set of players having chosen
� at x. The \ultimate" utility functions of the players are built of

?Financial support by the Russian Foundation for Basic Research (grant N02-
01-00854) and from the program of the state support for the leading scienti�c
schools (grant NSh-1843.2003.01) is acknowledged.
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the intermediate utilities:

ui(x) = Uxi
i

�h'�(#N (�; x))i�2xi
�
; (1)

where i 2 N , x 2 X, and Uxi
i is a numeric function de�ned on the

appropriate subset of IRxi . Congestion games are a particular case of
this scheme, where each Uxi

i is just the sum of its arguments.
The concept of a universal aggregator will be used; it is perceived

as an in�nite sequence of functions U (m) : IRm ! IR, m = 1; 2; : : : ,
each of which is assumed continuous, symmetric (w.r.t. any permu-
tation of the arguments), and strictly increasing in the sense of�8s[v0s � vs] \ 9s[v0s > vs]

�) U (m)(v0) > U (m)(v): (2)

We say that a player i 2 N in a game � uses a universal aggregator
U if the appropriate U (m) is substituted into (1):

ui(x) = U (#xi)
�h'�(#N (�; x))i�2xi

�
(3)

for every x 2 X. The assumed symmetry of U (m) ensures an un-
ambiguous meaning of (3), which is di�cult to achieve without the
symmetry.

Theorem 1. Let N be a �nite set with #N � 2; let hUiii2N be a list

of universal aggregators such that every function U (m)
i is symmetric,

continuous, and strictly increasing in the sense of (2). Then every
generalized congestion game, where N is the set of players and each
player i uses the aggregator Ui possesses a Nash equilibrium if and
only if both following conditions hold:

(i) there is a continuous and strictly increasing mapping � : IR!
IR and a continuous and strictly increasing mapping �mi : m �
�(IR)! IR for every i 2 N and m � 1 such that

U
(m)
i (v1; : : : ; vm) = �mi

� mX
s=1

�(vs)
�

(4)

for all v1; : : : ; vm 2 IR;

(ii) for every i 2 N and m;m0 � 1, either �mi (m � �(IR)) \ �m0

i (m0 �
�(IR)) = ; or there is a constant �umm0

i 2 IR such that

�m
0

i (u) = �mi (u+ �umm
0

i ) for all u 2 IR (5)

(hence �mi (m � �(IR)) = �m
0

i (m0 � �(IR))).
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The su�ciency part is all but identical with Rosenthal's (1973)
theorem. An important role in the necessity proof is played by the
famous Debreu{Gorman Theorem on additive representation of sepa-
rable orderings. The proof remains valid, virtually without any mod-
i�cation, if each U (m) is assumed de�ned on Rm, where R is an open
interval (bounded or not) in IR, e.g., R = IR++. If R is not open
(e.g., if only integer-valued '� are considered), the proof collapses. I
have no idea whether the theorem itself remains valid in this case.
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Lipschitz Stable Stationary Points Under
Canonical Perturbations of NLP's or Variational

Inequalities
Bernd Kummer
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straints

For standard optimization programs in �nite dimension,
linear variations of the objective and RHS-perturbations of
the constraints will be considered. An analytical criterion will
be presented, in terms of original data and under a constraint
quali�cation weaker than MFCQ, which ensures that related
stationary points are locally unique and Lipschitz near a refer-
ence point. We show that (in contrast to the same behaviour
for KKT-points or under LICQ) this stability property does
not only depend on a couple of derivatives of the involved
functions at the reference point (even for convex problems),
and describe the stability by means of stationary points for
a family of quadratic programs, too. We also discuss some
particular cases (linear-quadratic constraints) and relations to
other stability notions. Basic statements of the talk have been
developed by joint work with D. Klatte.
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Decomposition in Variables for Nonlinear
Optimization Problems?

Yu.P. Laptin, N.G. Zherbenko, and V.N. Kuz'menko

Institute of cybernetics, Kiev, Ukraine

1. A block mathematical programmingproblemwith coordinating
variables is considered: to �nd

min
y;x

(
QX
q=1

f0q (y; x
q) : f iq(y; x

q) � 0; i = 1; :::; Iq; q = 1; :::; Q

)
; (1)

where f iq(y; x
q) - are convex proper functions of the vector (y; xq),

y 2 EL, xq 2 ENq , i = 0; :::; Iq, q = 1; :::; Q.
Let coordinating variables y be �xed.
Denote Dq(y) =

�
xq 2 ENq : f iq(y; x

q) � 0; i = 1; :::; Iq
	
and de-

�ne the function �q(y):

�q(y) =

�
min

�
f0q (y; x

q) : xq 2 Dq(y)
	
; y 2Wq ;

+1; y =2Wq ;
(2)

where Wq is a set of such values of the vector y, for which the opti-
mization problem in (2) has a solution.

The following problem, equivalent to the initial one (1), is solved
in decomposition schemes: to �nd

min

(
QX
q=1

�q(y) : y 2 EL

)
: (3)

Properties of functions �q(y) are studied in [1].
Here we describe the following results: procedures for calculating

" -subgradients of function �q(y), a regularisation of the problem (1)
permitting to build the functions, analogues to the functions �q(y)
and with �nite values in the whole space EL:

2. If it does not cause ambiguities, we omit the index q in nota-
tions for functions �q(y), f iq(y; x

q), and sets Wq ; Dq(y) . Let

D =
�
(y; x) : f i(y; x) � 0; i = 1; :::; I

	
?The work is accomplishedunder �nancial support of Science and Technology

Center in Ukraine (project No 1625).

131



be a non-empty closed set. It is assumed that D 2 int domf i; i =
0; :::; I.

Theorem 1. Let (y; x) 2 int domf i; i = 0; :::; I, y 2 int W , x 2
D(y), the set D(y) satisfy the Slater condition; for some numbers
ui � 0; i = 1; :::; I; "i-subgradients gi = (giy; g

i
x) of functions f i,

i = 0; 1; :::; I; calculated at the point (y; x); satisfy the relations g0x +
IP
i=1

uig
i
x = 0: Then �(y) � f0(y; x) � ", and the "-subgradient of the

function �(y) at the point y = y is equal to g"�(y) = g0y +
IP
i=1

uig
i
y;

where " = "0 +
IP
i=1

ui("i � f i(y; x)):

The sequence of points fx1; x2; :::; xmg from EN is given, xm 2
D(y), the values of f ik = f i(y; xk) and subgradients gik = (giky ; g

ik
x )

of functions f i; i = 0; :::; I; k = 1; :::;m are calculated in every point
(y; xk).

Consider a linear approximation of the problem (2) for the �xed
y = y: to �nd

min
x;�

�; (4)

subject to

f ik + (gikx ; x� xk) � �; k = 1; :::;m; i= 0; (5)

f ik + (gikx ; x� xk) � 0; k = 1; :::;m; i= 1; :::; I: (6)

Theorem 2. Let ��m be an optimal value, uik be optimal values of
dual variables, k = 1; :::;m; i= 0; :::; I, in the problem (4)-(6). Then

g"�(y) =
mP
k=1

IP
i=0

uikg
ik
y ; where " = f0m � ��m.

This theorem permits to formulate stopping rules for approximate
solution of the problem (2).

The use of the proposed results will be especially e�ective in the
cases when the initial problem (1) splits into sub-problems such that:

- the main part of these sub-problems has a special structure, and
there exist e�ective algorithms to solve them,

- the number of general type sub-problems is rather small, and
they have moderate dimensions.
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The program realisation was used to solve test problems. Two
methods were used to �nd an approximate solution to the problem
(2): the modi�ed linearisation method by B.N. Pshenichny [3] and
r-algorithm [4]. The r-algorithm was also used to solve the master
problem (3). The results of numerical experiments are discussed.
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On Compensation of Disturbances in Nonlinear
Controlled Systems?

V.I. Maksimov

Institute of Mathematics and Mechanics, UB RAS, Ekaterinburg, Russia

e-mail: maksimov@imm.uran.ru

A dynamical system described by a nonlinear (with respect to a
phase variable) di�erential equation is considered. This equation may
be an ordinary one with time delay or a parabolic one. A trajectory
of the system, x(t), t 2 [0; T ], depends on the input action v = v(t)
varying in time as well as on the control u = u(t) (the system is linear
with respect to both u and v). A priori u, v and x are unknown. We
only know that v(t) is a square integrable function. This function is

?This work was supported in part by Russian Foundation for Basic Research
under grant 04-01-00059, Program on Basic Research of the Prisidium of the
Russian Acad. Sci. (project \Control of Mechanical Systems"), the Ural-Siberian
IntegrationProject, and Russian Program for support of leading scienti�c schools
under project 1846.2003.1.
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treated as a disturbance that should be compensated as far as possible
by action on the output x. Thus, the problem in question consists in
constructing an algorithm of choice of a control u(t) compensating a
disturbance v(t).

This problem was investigated by many authors. One of ap-
proaches to solving it is to choose a control u as a feedback loop that
annuals or weakens (with respect to an appropriate cost functional)
acting of a disturbance. As an example of this approach, the theory
of H1-control [1] can be mentioned. In this theory u is a feedback
control. Another approach to solving the problem of compensation
of disturbances was suggested by Wonham M [2]. This approach is
developed by the theory of almost invariant subspaces. In the case
when \instant" constraints on u and v are given (for example, we
assume that

u(t) 2 P; v(t) 2 Q for all t 2 [0; T ]; (1)

P and Q are closed bounded sets), the well-known in the theory of
positional di�erential games method of stable paths [3] can be used
for solving the problem under investigation.

In the present paper, we consider the case when a priori informa-
tion (in the form of a set of constraints) is absent. We use ideas of the
method of dynamical inversion developed in [4] in order to identify
(with a small delay) an input v and then, by choosing u, to compen-
sate the action of v. Thus, we construct a feedback regulator which is
capable to adapt to any real input v. Although we cannot completely
eliminate the in
uence of disturbance, nevertheless, we present solv-
ing algorithms which are robust with respect to measurements of an
output x at discrete time moments as well as to observation errors.
Note that a similar method was used in [5] in the case when a priori
information on integral constraints imposed on a pair (u; v), i.e., on
inequalities

TZ
0

ju(� )j2 d� � �;

TZ
0

jv(� )j2 d� � �; � � �

is available. Under constraints of the form (1), the problem in ques-
tion was solved in [6]. This problem was considered for linear with
respect to a phase variable systems in [7].
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Projection Two-step Variable Metric Methods
V.G. Malinov

Ulyanovsk State University, Russia

e-mail: vgmalinov@mail.ru

1. This report discusses projection two-step variable metric meth-
ods (VMM) for unconstrained minimization (see, for example, [1]).
and estimates the rate of convergence. Consider the minimization
problem on convex closed set Q � En

f(x) �! inf; x 2 Q � En; (1)

where En is n-dimensional Euclidean space normalized by scalar
product, kxk = (x;x)1=28x 2 En ; f(x) 2 C1;1(En) is a convex
function and

inf f(x) = f� > �1;x 2 Q;Q� = fx 2 Q : f(x) = f�g 6= ;; (2)
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function f(x) has prolate level surfaces (when multi-step methods
can be successfully used). For solving problem (1) we use generalized
two-parameter projection two-step variable metric methods. We will
construct iterative VMM based on the idea from [2] developed in [3]
for designing continuous variable metric method. For that purpose we
introduce a new metric in the space En by scalar product (B(x)u;u),
where B(x) : En �! En for every �xed x 2 En is a self-conjugate
positive de�nite linear operator which modi�es the metric of the space

En. We denote by P
B(x)
Q [v] the projectionw 2 Q of the point v 2 En

to the set Q in the new metric. In the constructed space, we consider
two-step two-stage projection VMM

1st stage) yk = xk � xk�1; zk = xk + �ky
k;

2nd stage) xk+1 = P
B(x)
Q

�
zk � 
kB(z

k)�1f 0(zk)
�
; k = 0; 1; 2; :::;

(3)
where x0 2 En is an initial point, x�1 = x0, �k > 0, 
k > 0 are
parameters of the method, B(zk)�1 is the inverse operator to the
B(x) at the point zk, its matrix is positive by de�nite and symmetric.
The iterative formulae (3) determines the family of the variable metric
methods for di�erent types of choice of the parameters for the method
and for operator B(x).

2. The special case of the method (3) for f(x) 2 C2;1(En) and
B(x) = f 00(x) is two-step two-stage VMM of the second order

yk = xk � xk�1; zk = xk + �ky
k;

xk+1 = P
B(x)
Q

�
zk � �kf

0(zk)�1f 0(zk)
�
; k = 0; 1; 2; :::;

(4)

where x0 2 En is a starting point, PQ[v] = P
f
00(x)

Q [v] is a projection
of the point v to the set Q ; �k > 0, �k > 0 are parameters of
the method (4), f 0(zk)�1 is the inverse matrix for the matrix of the
second derivatives of function f(x) at the point zk . This matrix
satis�es to inequalities

mkuk2 � (f 00(x)u;u) �Mkuk2; 0 < m � M; 8x;u 2 En: (5)

In the following theorem, conditions for convergence of the method
(4) are given.

Theorem 1. Assume that: 1) the set Q 2 En is convex and closed;
2) f(x) 2 C2;1(En) is a convex function; 3) the operator f 0(x)8x 2
En meets (5); 4) there is convex function '(x) 2 C1;1(En) such that
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its gradient '0(x) = f 00(x)�1f 0(x)8x 2 En; 5) the parameters of the
method (4) meets conditions

0 < �k < 1=3; 0 < �k < (1� 3�k)=[L(1 + �2k)]: (6)

Then for any initial point x0 2 En, the sequence
�
xk
	
found by the

method (4),(6), converges to a point x� 2 Q� in the norm En and

kxk � x�k �! 0; f(xk) �! f(x�); k!1:

Now, we estimate of the rate of convergence of the method (4).

Theorem 2. Assume that all conditions of theorem 1 are satis�ed
and, in addition: 1) for the sequence

�
xk
	

found by the method
(4),(6), there exists number N > 1 such that �k = 1 for k � N ; 2) the
matrix of the second derivatives of function f(x) meets Lipschitz con-
dition kf 0(v)� f 00(u)k � Rkv�uk 8u;v 2 En; R = const > 0:
Then, for any initial point x0 2 En, the sequence

�
xk
	
, converges to

the solution of problem (1) x� 2 Q� � Q at a quadratic rate. The
estimate for the rate of convergence is kxk+1 � x�k � ckxk � x�k2;
where c = R(�+ 2L�)2=(m�2), � > 0 is a strong convexity constant
of the function f(x).
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The general problem of the existence of equilibrium points
in the mixed extention of n-person games was poved by Nash.
However the relation of bimatrix games with the nonlinear
programas was derived by Lemke-Hobson. Beside such a con-
nection they provide a constuction procedure to construct for
these games an algorithm, which is rather e�cient to obtain at
least one equilibrium point. Some other appoaches were devel-
oped by Wilson, Kuhn, Vorobev and Rosenm�uller. However
many of them are not e�ective from the actual computation
point of view. In this paper, we present a new apprach for hav-
ing the relationship of nonlinear programming with a great va-
riety of n-person games related with equilibrium points. Such
a characterization is one to one with the solution of the cor-
reponding programming. Besides we provide an e�ective al-
gorithm for computing them. Moreover we try to study the
friendly equilibria points due to the senior author of this pa-
per. Finally some relation with the recent work of McLennon
is expected.

Introduction Even though Nash's theorem asserts the existence
of equilibrium points for the mixed extension of a normal game, it
does not tell us how to �nd them. Even in the case of two matrices or
two person games many algorithms have been proposed by Vorobev
[10], K�uhn [2] and Mangasarian [4] to determine all equilibrium pairs,
they are more of theoretical interest than for actual computation. The
algorithm proposed by Lemke and Howson [3] seems until now to be
one of the most e�ective for �nding an equilibrium pair.

In the case of n-person games, there have been some attemps in
order to get the computation of an equilibrium point. Let us men-
tion the works of Rosenm�uller [8], Sobel [9], Wilson [11] and Garcia,
Lemke and Luethi [1] about computation of equilibrium in n-person
games. This last reference is relationed with the simplicial approxi-
mation of equilibrium points. This suggested the constructive, com-
binatorial approach of Scarf for �nding, among other things, approx-
imations to �xed-points of continuous mappings. However, the e�ec-
tive computation even in simple cases and low dimension is still open
and very intricate questions, which have to be attacked and solved in
the future.
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This paper deals with a new approach based on the rather e�ective
algorithm of Lemke and Howson to general n-person games. The
de�nition of general n-person games is going to be accordingly in the
next pages.

A new approachWe assume that the readers shall know the ba-
sic de�nitions about n-person games given in Burger and the material
in chapter VII of Parthasarathy-Raghavan [7] regarding the bi-matrix
case. Here we follow the notation presented in the last book.

At the �rst step, we consider the problem of a 3-person game to
extend the method of Lemke and Howson.

Let A, B, C be payo� matrices of dimensions m � n, n � s and
s �m respectively; x and x0 vectors in Rm, y and y0 vectors in Rn,
and z and z0 vectors in Rs. By A > 0 we mean that all entries in A
are positive and by x � 0 that all entries in x are nonnegative.

Let e = (1; 1; 1; :::; 1) be appropriate vector and E the appropriate
matrix with all entries unity.

De�nition. A point (x0; y0; z0) is an equilibrium point of the
3-person game if:

x0Ay0 � xAy0 8x (x; e) = 1 x � 0

y0 B z0 � y B z0 8y (y; e) = 1 y � 0

z0C x0 � z C x0 8z (z; e) = 1 z � 0

We present the following results.

Theorem 1. A point (x0; y0; z0) is an equilibrium point for the 3-
person game i� for some scalars p, q, r:

(x0; (Ay0 + CT z0)) = p+ r A y0 � p e0

(y0; (B z0 + AT x0)) = q + p B z0 � q e0

(z0; (C x0 +BT y0)) = r + q C x0 � r e0:

Theorem 2. A point (x0; y0; z0) is an equilibrium point i� (x0, y0,
z0, p, q, r) is a solution to the problem:

max[(x;Ay+ CT z) + (y; ATx+ Bz) + (z;Cx +BT y)� 2(p+ q + r)]

subject to
Ay � p e; B z � q e; C x � r e; x; y; z � 0
(x; e) = (y; e) = (z; e) = 1:
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Let us consider the convex sets

S = f(x; r) : C x� r e � 0; x � 0; (x; e) = 1g;
T = f(y; p) : Ay � p e � 0; y � 0; (y; e) = 1g;
R = f(z; q) : B z � q e � 0; z � 0; (z; e) = 0g:

De�nition. Point (x0; y0; z0; p; q; r) is called an extreme equilib-
rium point if (x0; r) is an extreme point of S, (y0; p) is an extreme
point of T and (z0; q) is an extreme point of R, and further (x0; y0; z0)
is an equilibrium point for A, B, C.

Theorem 3. Any equilibrium point of a 3-person game is a convex
combination of some extreme equilibrium points.

From here we could describe all the extreme points of S, T and
R. The extreme equilibrium points are those vertices which satisfy

(x;Ay + CTy) + (y;ATx+Bz) + (z; Cx+ BT y) � 2(p+ q + r) = 0:

We have just extended this method for general n-person games
having cycles in the interaction among the players. Even if this is
a relevant approach result, we are far for solving all the n-person
games.

Further considerations about the real algorithm for the computa-
tion are obtained and the general procedure is going to be published
elsewhere.

We would like to emphasize that we may get similar results for
games with rational payo� functions studied by Marchi [5] in a possi-
ble approach for studying and computing friendly equilibrium points
(Marchi [6]) it seems natural but presents much further di�culties.
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Introduction. The purpose of this paper is to present the

pre-play communication-process leading to a mixed strategy Nash
equilibrium of a strategic form game.

The stage sets up as follows: The players start with the same prior
distribution on a �nite state-space. In addition, they have the pri-
vate information given by the non-partition structure corresponding
to the modal logic S4. Each player communicates privately his/her
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(C)(2)(No.14540145) in the Japan Society for the Promotion of Sciences.

141



conjecture about the other players' actions through messages accord-
ing to a protocol, and the receiver of the message updates his/her
conjecture. When a player communicates with another, the other
players are not informed about the contents of the message. Suppose
that all players are expected utility maximizers. Then

Main theorem. The players' predictions about the other players'
actions regarding as the future conjectures converge in the long run,
and those convergent conjectures constitute a mixed strategy Nash
equilibrium of the game.

The concept of Nash equilibrium has become central in game the-
ory, economics and its related �elds. Yet a little is known about the
process by which players learn if they do. Recent papers by J. S. Jor-
dan [2] and E. Kalai and E. Lehrer [3] indicate increasing interest
in the mutual learning processes in Bayesian games which leads to
Bayesian equilibrium.

As far as Nash's fundamental notion of strategic equilibrium (see
J.F. Nash [5]) is concerned, R.J. Aumann and A. Brandenburger
[1] gives epistemic conditions for Nash equilibrium. However it is
not clear just what learning process lead to Nash equilibrium. The
present paper aims to �ll this gap. The pre-play communication
process according to a protocol is proposed which is a mutual learning
process leading to a Nash equilibrium of a strategic form game as a
cheap talk. The emphasis is on that any topological assumption on
the communication graph is not required. T. Matsuhisa [4] proved
the theorem under the assumption that the graph contains no cycle.

The Model. Let 
 be a non-empty set called a state-space,
N a set of �nitely many players 1; 2; : : :n (n � 2), and let 2
 be the
family of all subsets of 
. Each member of 2
 is called an event and
each element of 
 called a state. Let � be a probability measure on

 which is common for all players.

Information and Knowledge. An information structure (Pi)i2N
is a class of mappings Pi of 
 into 2
. It is called an RT-information
structure if for every player i the two properties are true: for each !
of 2
,

Ref ! 2 Pi(!); Trn � 2 Pi(!) implies Pi(�) � Pi(!).

Given our interpretation, player i for whom Pi(!) � E knows,
in the state !, that some state in the event E has occurred. In
this case we say that in the state ! the player i knows E. By i's
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knowledge operator we mean the mapping Ki : 2

 ! 2
 de�ned by

KiE = f! 2 
jPi(!) � Eg: This is the set of states of 
 in which i
knows that E has occurred. We note that Ki satis�es the following
properties1 : For every E;F of 2
,

N Ki
 = 
 and Ki; = ; ; K Ki(E\F ) = KiE\KiF ;

T KiF � F ; 4 KiF � KiKiF:

The set Pi(!) will be interpreted as the set of all the states of nature
that i believes to be possible at !, and KiE will be interpreted as the
set of states of nature for which i believes E to be possible. We will
therefore call Pi i's possibility operator on 
 and also will call Pi(!) i's
possibility set at !. An event E is said to be i's truism if E � KiE
We should note that the RT -information structure Pi is uniquely
determined by the knowledge operator Ki such that Pi(!) is the

minimal truism containing !; that is, Pi(!) =
\

!2KiE

E =
\

!2T=KiT

T:

Game and Knowledge. By a game G we mean a �nite strate-
gic form game hN; (Ai)i2N ; (gi)i2N i with the following structure and
interpretations: N is a �nite set of players f1; 2; : : :; i; : : :ng with
n � 2, Ai is a �nite set of i's actions (or i's pure strategies) and gi
is an i's payo�-function of A into R, where A denotes the product
A1 �A2 � � � � �An, A�i the product A1 �A2 � � � � �Ai�1 �Ai+1 �
� � � � An. We denote by g the n-tuple (g1; g2; : : : gn) and denote by
a�i the (n � 1)-tuple (a1; : : : ; ai�1; ai+1; : : : ; an) for a of A .

A probability distribution 'i on A�i is said to be i's overall con-
jecture (or simply i's conjecture). For each player j other than i, this
induces the marginal on j's actions; we call it i's individual conjec-
ture about j (or simply i's conjecture about j.) Functions on 
 are
viewed like random variables in a probability space (
; �). If x is a
such function and x is a value of it, we denote by [x = x] (or simply
by [x]) the set f! 2 
jx(!) = xg.

An RT -information structure (Pi)i2N with a common-prior �
yields the distribution de�ned by qi(a; !) = �([a = a]jPi(!)); and
i's overall conjecture de�ned by the marginal qi(a�i; !) = �([a�i =
a�i]jPi(!)) which is viewed as a random variable of 'i. Here we as-
sume that [ai] := [ai = ai] is i's truism for every ai of Ai. The payo�
functions g = (g1; g2; : : : ; gn) is said to be actually played at a state

1According to these we can say the structure h
; (Ki)i2N i is a model for the
multi-modal logic S4n.
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! if ! 2 [g = g] :=
T
i2N [gi = gi]. The i's action ai is said to be

actual at a state ! if ! 2 [ai = ai].
Player i is said to be rational at ! if each i's actual action ai

maximizes the expectation of his actually played payo� function gi
at ! when the other players actions are distributed according to his
conjecture qi(�; !). Formally, letting gi = gi(!) and ai = ai(!),
Exp(gi(ai; a�i);!) � Exp(gi(bi; a�i);!) for every bi in Ai.

2 Let Ri

denote the set of all the states at which player i is rational, and

R =
\
j2N

Rj.

Protocol. We assume that the players in N communicate by send-
ing messages. Let T be the time horizontal line f0; 1; 2; � � �t; � � � g. A
protocol among N is a mapping Pr of the set of non-negative integers
into the Cartesian product N � N that assigns to each t a pair of
players (s(t); r(t)) such that s(t) 6= r(t). Here t stands for time and
s(t) and r(t) are, respectively, the sender and the receiver of the
communication which takes place at time t. We consider the protocol
as the directed graph whose vertices are the set of all players M and
such that there is an edge (or an arc) from i to j if and only if there
are in�nitely many t such that s(t) = i and r(t) = j.

A protocol is said to be fair if the graph is strongly-connected;
in words, every player in this protocol communicates directly or in-
directly with every other player in�nitely often. It is said to contain
a cycle if there are players i1; i2; : : : ; ik with k � 3 such that for all
m < k, im communicates directly with im+1, and such that ik com-
municates directly with i1. The period of the protocol is the minimal
number of all the natural number m such that Pr(t+m) = Pr(t) for
every t.

Pre-play communication. By this we intuitively mean the learn-
ing process such that each player communicates privately his/her
conjecture about the other players' actions through messages accord-
ing to a protocol, and he/she updates his/her conjecture according to
the message received. In addition, at every stage each player commu-
nicates privately not only his/her conjecture about the others' actions
but also his/her rationality as messages, the receivers update their
private information and revise their conjecture. When a player com-
municates with another, the other players are not informed about the
contents of the message. Formally,

2We denote Exp(gi(bi;a�i);!) :=
P

a�i2A�i

gi(bi; a�i) qi(a�i; !):
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De�nition 1. A pre-play communication-process according to a pro-
tocol among N for a game G with revisions of players' conjectures
is a tuple hPr; (P t

i )i2N ; ('
t
i)i2N j t 2 T i with the following structures:

the players have a common-prior � on 
, the protocol Pr among
N , Pr(t) = (s(t); r(t)), is fair and it satis�es the conditions that
r(t) = s(t + 1) for every t and that the communications proceed in
rounds3. The information structure P t

i at time t is the mapping of

 into 2
 for player i that is de�ned inductively as follows. If i = s(t)
is a sender at t, he/she sends the message W t

i de�ned as below to
j = r(t) at t.

� Set P 0
i (!) = Pi(!).

� Assume that P t
i is de�ned. It yields the overall conjecture

qti(a�i; !) = �([a�i = a�i]jP t
i (!)); whence

{ Rt
i denotes the set of all the state ! at which i is rational

according to his conjecture qti(!)
4;

{ Qt
i denotes the partition induced by q ti on 
, which is

decomposed into the components Qt
i(!) consisting of all

the states � such that q ti (�) = q ti (!);

{ Gi denotes the partition f[gi = gi]; 
n [gi = gi]g of 
, and
Rt
i the partition fRt

i;
 nRt
ig;

{ W t
i denotes the join Gi _Qt

i _Rt
i the partition of 
 gen-

erated by Gi, Qt
i and Rt

i
5.

� Then P t+1
i is de�ned as follows:

{ If i is a receiver of a message at time t+1 then P t+1
i (!) =

P t
i (!) \W t

s(t)(!).

{ If not, P t+1
i (!) = P t

i (!).

3That is, there exists a time m such that Pr(t) = Pr(t+m) for all t.
4That is, each i's actual action ai maximizes the expectation of his pay-

o� function gi being actually played at ! when the other players actions
are distributed according to his conjecture qti(!) at time t. Formally, let-
ting gi = gi(!), ai = ai(!), the expectation at time t, Expt, is de�ned
by Expt(gi(bi;a�i);!) :=

P

a�i2A�i

gi(bi; a�i) qti(!)(a�i): Player i is said

to be rational according to his conjecture qti(!) at ! if for all bi in Ai,
Expt(gi(ai;a�i);!) � Expt(gi(bi;a�i);!):

5Therefore the componentW t
i (!) = [gi] \ ['ti] \R

t
i if ! 2 [gi] \ ['ti]\Rti:
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It is of worth noting that (P t
i )i2N is an RT -information structure

for every t 2 T . We require that the pre-play communication-process
satis�es the following two conditions. Let Kt

i be the knowledge op-
erator corresponding to P t

i ;
6

A-1 For each i 2 N and every t 2 T , ['ti] � Kt
i (['

t
i]) and Rt

i �
Kt
i (R

t
i);

A-2 For every t 2 T , Ti2N K
t
i ([gi]\ ['ti]\Rt

i) 6= ;:
The speci�cation of A-1 is that each player's conjecture and his/her
rationality are truism, and the speci�cation ofA-2 is that each player
knows his/her payo�, rationality and conjecture at every time t. For
su�ciently large t � � we denote � by 1. Hence we can write q�i by
q1i and '�i by '

1
i

Proof of Main theorem. We now state the main theorem in
Introduction as below:

Theorem 1. Suppose that the players in a strategic form game have
a common-prior. In a pre-play communication process according to
a protocol among all players in the game with revisions of their con-
jectures f('ti)i2N j t = 0; 1; 2; : : :g; there exists a time � such that
for each t � � , the n-tuple ('ti)i2N induces a mixed strategy Nash
equilibrium of the game.

Proof of Theorem 1. Follows from the below lemma and propo-
sition. A non-empty event H is said to be Pi- invariant if for every
� of H, Pi(�) is contained in H.

Fundamental lemma. Let (Pi)i2N be an RT-information structure
with � a common-prior. Let X be an event and qi be an i's posterior
of X; that is, qi = �(XjPi(!)). If there is an event H such that the
following two conditions (a), (b) are true:

(a) H is non-empty Pi-invariant, and (b) H is contained in
[qi] := f! 2 
 j�(XjPi(!)) = qig;

then we obtain that �(XjH) = qi:

Let !1 2
\
i2N

K1
i ([gi] \ ['1i ] \ R1i ) �

\
i2N

([gi] \ ['1i ] \ R1i ): The
following result is the another key to proving Theorem 1.

6That is, Kt
iE = f! 2 
jP ti (!) � Eg.
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Proposition 1. In a pre-play communication-process among all the
players in a game with revisions of their conjectures f('ti)i2N jt =
0; 1; 2; : : :g, both the marginals of the conjectures '1i and '1j on
A�i�j must coincide for all i; j 2 N ; that is, '1i (a�i�j)='

1
j (a�i�j)

for all a 2 A.
Proof. It su�ces to verify that q1i (a;!) = q1j (a;!) for all (a;!) 2
A � 
. Let us �rst consider the case that (i; j) = (s(1); t(1)). We
denote by � the partition on 
 with which each component is de�ned
by �1i (!) = f� 2 
 j P1i (�) = P1i (!)g. In view of the construc-
tion of fP t

i gt2T we can observe that P1i (!) is P1j -invariant; i.e.,
P1j (�) � P1i (!) for all � 2 P1i (!): It immediately follows that
P1i (!) is decomposed into a disjoint union of components �1j (�) for

� 2 P1i (!); P1i (!) =
[

k=1;2;:::;m

�1j (�k) where �k 2 P1i (!): It can

be observed that �([a = a]j P1i (!)) =
Pm

k=1 �k�([a = a]j �1j (�k))

for some �k > 0 with
Pm

k=1 �k = 17. By Fundamental lemma
we note that �([a = a]j �1j (�k)) = q1i (a; �k) and thus by the
above equation it can be observed that for all ! 2 
 there is some
�! 2 P1i (!) such that q1i (a;!) � q1j (a; �!): Continuing this process
according to the fair protocol the below facts can be plainly veri�ed:
for each ! 2 


(i) For every i 6= j, q1i (a;!) � q1j (a; �) for some � 2 
; and

(ii) q1i (a;!) � q1i (a; �) � q1i (a; �) � � � � for some �; �; � � � 2 
:

Since 
 is �nite the equation q1i (a;!) = q1j (a;!) can be obtained
for every a; ! and for all i; j, in completing the proof.

Concluding remarks. Our real concern is with what learning
process leads to a mixed strategy Nash equilibriumof a �nite strategic
form game from the epistemic point view. As we have observed, in the
pre-play communication process with revisions of players' conjectures
about the other actions, their predictions induces a Nash equilibrium
of the game in the long run. Where the players privately communicate
each other through message according to any non-acyclic graph, and
they are required neither to have the common-knowledge assumption
about their conjectures nor to have a partition information structure.

The communication process treated in this article will give a new
aspect of the algorithms converging to Nash equilibrium from the

7This property is called convexity in Parikh and Krasucki [6].
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epistemic point of view. This issue needs to be sorted out at a more
fundamental level, and it has not been discussed at all. There is a
research agenda of potential interest which we hope to pursue further.
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Several problems in operations research and economics lead to
analogues of linear operator Ax, where addition is changed for max
and multiplication is changed for a binary operation 
. We enlarge
the set of such examples and consider the examples from a uniform
point of view based on introducing operations on characteristic pairs
of paths.

Two examples are usually being considered in the literature.
Example 1. Scheme of dynamic programming. Here 
 = +; X =

R[�1; there is a zero element 0 = �1. Among operations research
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problems leading to the example are the choice of optimal schedule
and the optimal forestry management. The matrix A can be easily
modi�ed to ensure the existence of eigenvalue de�ned as below.

Example 2. Fuzzy algebra or bottleneck algebra. Here 
 = min.
We assume that X = R+;0 = 0.

We will consider two more examples.
Example 3. g 
 h = g + �h where � 2 (0; 1) is a given number

(discount factor), g; h 2 X, X = R [ �1, 0 = �1. This example
appears in economics ( a version of the Ramsey model), in �nance,
and in operations research.

Example 4. g 
 h = min(g; �h) where � is a given number, X =
R+;0 = 0. The example generalizes example 2 and may serve as
a model of a situation where the goal is to choose a path with the
maximin " income" (i.e. to avoid a period of low incomes) but where
later failures are considered as less essential than earlier ones.

Some rather general mathematical constructions were proposed
which generalize examples 1 and 2 (see [1, 2] but they can not be
applied directly to examples 3 and 4.

As usually, an oriented graph corresponding to the square ma-
trix A will be considered. Note that a path is characterized by two
numbers: its weight and its number of arcs.

We take into consideration pairs (a; k), a 2 X, k 2 N which
we call characteristic pairs. The operation 
 does not always pro-
vide associativity, but using the characteristic pairs allows to attain
associativity.

Characteristic pair of a path s = i1; :::; it; it+1 is de�ned as (cs; t),
where cs = (ai1;i2 ; 1)
 :::
 (ait�1;it ; 1)
 (ait;it+1 ; 1). The number cs
is called the weight of the path.

Let us introduce the operation of multiplication of a characteristic
pair to a number. This operation puts in correspondence to a charac-
teristic pair (a; k) and an elment (b 2 X) some element (a; k)
b 2 X
in such way that (a; 1)
 b = a
 b. Speci�cally in Examples 1 and 2,
(a; k)
 b = a
 b; in Example 3, (a; k)
 b = a+ �kb; in Example 4,
(a; k)
 b = min(a; �kb).

We de�ne the product of two characteristic pairs in the following
way:

(a1; k1) 
 (a2; k2) = ((a1; k1) 
 a2; k1 + k2):

Let us consider a contour � = (i1; i2; :; ik; i1) with the number of
arcs k. Let c�(i1) be the weight of one circuit of the contour. The
weight of the in�nite circuit of the contour � is de�ned as the limit
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��(i1) = limr!1(c�(i1); k)

r 
 c�(i1).

Let us de�ne classK as a set of paths including 1) paths consisting
of an in�nite circuit of a simple (without self-intersections) contour
(with indication of the origin of the circuit), and 2) paths consisting
of an elementary path and an in�nite circuit of an elementary contour
(with indication of the origin of the curcuit).

The class K contains a �nite number of paths. For each node
i 2M a path with the maximumweight, V (i), exists in this class.

Theorem. The vector V with elements V (i); i 2M , is an eigen-
vector of the matrix A i.e. V 
 A = V .

To �nd the eigenvalue the recurrent formula xt+1 = A 
 x0 may
be used. For examples 1 and 3 the author [3, 4] described conditions
under which the sequence xt converges to the eigenvalue indepen-
dently on the initial x0. In Examples 2 and 4 the vector composed
of the maximum elements of the rows of A should be taken as initial.
In this case the convergence arises from the following property which
is true for all four examples.

Proposition. Let initial vector x0 be composed of maximum ele-
ments of rows of the matrix A. Then each vector xk; k = 1; 2; ::: from
this sequence is composed of maximum elements of rows of the matrix
A
(k+1).

In Example 2 the eigenvalue calculated in such way is maximal in
the set of eigenvalues. A method for constructing all eigenvalues in
Example 2 is also found.
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1. Introduction. A dynamic game model of a bioresource man-
agement problem (�sheries) is considered. The center (state) which
determines the reserved portion of the reservoir (where �shing is pro-
hibited), and the players (�shing farms) which harvest �sh are the
participants of the game. Each player is an independent decision
maker, guided by the considerations of maximizing the pro�t from
�sh sale. We consider �nite and in�nite planning horizon. Pontrya-
gin's maximal principle and Hamilton-Jacobi-Bellman equation were
applied to determine Nash and Stakelberg equlibriums.

2. Game model. Let us divide the water area into two parts: S1
and S2, where �shing is prohibited and allowed, respectively. Denote
by x1 and x2 the size of the population per unit area of S1 and
S2, respectively. Then s = S1=S is the reserved area. There is a
migratory exchange between the two parts of the reservoir with the
exchange coe�cient 
 = q=s, where q is the exchange rate.

The dynamics of the �shery is described by the system of equa-
tions:�

x01(t) = "x1(t) + 
1(x2(t)� x1(t)) ;
x02(t) = "x2(t) + 
2(x1(t)� x2(t)) � u(t)� v(t) ; xi(0) = x0i ;

(1)
where x1(t) � 0 { size of the population at time t in the reserved
area; x2(t) � 0 { size of the population at time t in the area where
�shing is allowed; " { natural growth rate of the population; u(t) � 0
{ �rst farm's �shing e�orts at time t; v(t) � 0 { second farm's �shing
e�orts at time t; s(t) { reserved portion of the reservoir and 
i = q=s
{ coe�cients of the migratory exchange, i = 1; 2.

Then the payo�s of the two players over a �xed time period [0; T ]
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are

J1 =
R T
0 e�rt[m1((x1(t) � �x1)

2 + (x2(t)� �x2)
2) + c1u(t)

2 � p1u(t)]dt;

J2 =
R T
0
e�rt[m2((x1(t) � �x1)

2 + (x2(t)� �x2)
2) + c2v(t)

2 � p2v(t)]dt;
(2)

where �xi(t) { size of the population which is optimal for reproduction,
mi { penalty for deviation from the state (�x1; �x2), ci { catching costs
of the i-th player and pi { market price for each player, i = 1; 2.

2.1. Nash optimal solution. To �nd the Nash equilibrium we
have to solve the following system:8>>>><>>>>:

x01(t) = "x1(t) + 
1(x2(t) � x1(t)) ;

x02(t) = "x2(t) + 
2(x1(t) � x2(t))� ��12(t)+p1
2c1

� ��22(t)+p2
2c2

;
��01i(t) = �2m1(x1(t)� �x1) � ��1i(t)(" � 
1 � r)� ��1j(t)
2;
��02i(t) = �2m2(x1(t)� �x1) � ��2i(t)(" � 
1 � r)� ��2j(t)
2;
i; j = 1; 2 ; i 6= j ; ��i1(T ) = ��i2(T ) = 0 ; xi(0) = x0i :

(3)

Theorem 1.

u�(t) =
��12(t) + p1

2c1
and v�(t) =

��22(t) + p2
2c2

;

with ��i2, i = 1; 2 satis�ng (3), form the Nash optimal solution of the
problem (1)-(2).

2.2. Stackelberg optimal solution. To �nd the Stackelberg
equilibrium we have to solve the following system:8>>>>>>>>><
>>>>>>>>>:

x01(t) = "x1(t) + 
1(x2(t)� x1(t));

x02(t) = "x2(t) + 
2(x1(t)� x2(t))�
��12(t)+p1

2c1
�

��22(t)+p2
2c2

;
��01i(t) = �2m1(x1(t)� �x1)� ��1i(t)("� 
1 � r)� ��1j(t)
2 + 2m2�i(t);
��02i(t) = �2m2(x1(t)� �x1)� ��2i(t)("� 
1 � r)� ��2j(t)
2;
�01(t) = �1(t)("� 
1) + �2(t)
1;

�02(t) =
��12(t)
2c2

+ �2(t)("� 
2) + �1(t)
2;

i; j = 1; 2 ; i 6= j ; ��i1(T ) = ��i2(T ) = 0 ; xi(0) = x0i ; �i(0) = 0:
(4)

Theorem 2. The strategies

u�(t) =
��12(t) + p1

2c1
and v�(t) =

��22(t) + p2
2c2

;

with ��i2, i = 1; 2 satis�ng (4), form the Stackelberg optimal solution
of the problem (1)-(2).
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Let's compare the players' payo�s when we use di�erent optimal-
ity principles.

Pro�t of player I, which corresponds to di�erent sizes of the re-
served area s(t), are shown in Table 1, and pro�t of player II { in
Table 2.

Table 1. Player I pro�t

s(t) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Nash 11591 6670 3177 1017 103 353 1689 4040 7341

Stakelberg 11240 6329 2837 673 -253 -26 1277 3582 6820

Table 2. Player II pro�t

s(t) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Nash 11591 6670 3177 1017 103 353 1689 4040 7341

Stakelberg 12426 7498 4002 1846 943 1210 2571 4955 8294

In the case of the Nash equilibrium both players are in the same
conditions, so their strategies and pro�ts are equal.

In the case of the Stackelberg equilibrium player I is the leader
and, as Tables 1, 2 show, this equilibrium is better for player I, but
worse for player II. This solution gives the gain to player I, whereas
player II carries all the expenses of maintaining a stable population
development.

Example.

Modelling was carried out for the following values: q = 0:2, 
1 =

2 = q=s, " = 0:08, m1 = m2 = 0:09, c1 = c2 = 10, p1 = p2 = 100,
T = 200, r = 0:1.

Let the initial size of the population be x1(0) = 50, x2(0) = 50.
And the optimal for reproduction population sizes are �x1 = 100 and
�x2 = 100.

You can see the optimal values of u�(t) and v�(t) (equal for both
players) in Fig.3.

Values of x�1(t) Values of x�2(t) Values of u�(t)
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The Speci�c Measures of the State Regulation on
the Transitive Securities Markets

Ya.M. Mirkin

The Finance Academy under the Government of

the Russian Federation, Moscow

The speci�city of state regulation of the formed securities
markets in the transitive economic systems is discussed. The
brief review of arising here problems is made. The special
attention is given to \traps" and myths, trapping the society in
the regulation of developing markets. The cautions concerning
not critical borrowing of samples of foreign experience from the
well-developed countries are expressed.

The features of the formed markets as an object of the

state regulation. A securities market is one of the pivotal mecha-
nisms of attracting �nancial resources to promote investment and
economy modernization in order to stimulate production growth.
At the same time, as demonstrated by many decades of experience,
global securities markets can be the source of considerable �nancial
instabilities, macroeconomic risks and social disturbances. Emerging
markets are especially likely to pose problems. The Russian market
was one of the riskiest capital markets in the world.
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Recreated in the beginning of the nineties, after many years' non-
existence, the Russian market did not ful�ll its main objective during
the past decade. It did not redistribute �nancial resources into the
real sector to cover the needs for investments and it did not cre-
ate a meaningful capability for market business valuation. Instead,
there formed a very speculative market with a large share of for-
eign short-term investors, marked by super-concentration in Moscow
and encompassing a limited number of securities. Free movement of
capital (liberalization of foreign investments in government securities
and predomination of o�-shore settlements in stock trading) coinci-
dent with arti�cially high returns on ruble-nominated �nancial assets
and practically �xed exchange rate of RUR contributed to vast op-
portunities for a speculative warm-up of the market with subsequent
large falls. The oligopolistic structure of the market, its informa-
tion asymmetries, the highest concentration of trading activities, of
securities to deal with and of �nancial institutions determined the
inevitability of price manipulation. The corporate securities market
was fully separated from public investors. Its price movements and
liquidity were fully determined by dynamics of external markets and
speculative foreign investors' demand.

The �nancial crisis of 1997-1998 became the consequence of the
aforementioned problems along other de�ciencies of the Russian cap-
ital market. The crisis has virtually ruined the securities industry
and has raised the question about a new and more fruitful strategy
of securities market development in Russia.

At the same time, in 1999-2001 the government and the larger
part of the professional community made only limited attempts to
understand lessons of the crisis, evaluate its fundamental causes, cre-
ate policy, which would enable positive �nancial sector development
(�rst of all the development of the securities market). The Rus-
sian capital market was restored to its former nature | speculative,
hardly connected to investment in the real sector. We underline a
few, possible key ideas:
� Future of the capital market should be programmed by the gov-
ernment and �nancial community (\policy guides", \programs of re-
structuring", \strategies of development"). Without this, it quickly
transforms into the set of market myths and functions distant from
its real purpose - attracting investments to modernize economy. In
Russia such programming is non-existent;
� Competitiveness of the market, its ability to attract trading activ-
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ity, long-term �nancial resources and new issues, intermediaries and
investors in competition with other emerging markets should be ac-
centuated especially in development;
� Model and structure of the Russian securities market, and in a
broader sense economy's �nancial structure will inevitably be deter-
mined by the \model" of the market economy itself (\stakeholder" or
\shareholder" capitalism). The \stakeholder" model arises not only
in Russia, it prevails in all the countries with developing or tran-
sitional economies and in some parts of the industrial world. The
model of the securities market is in
uenced by traditional and reli-
gious values of population, by the degree to which socio-political and
economic system of the country is liberalized and by degree to which
it is characterized as \open" or \closed" economy. Taking this into
account, the future of the Russian securities industry is fundamen-
tally di�erent from the \American model", which was imposed on
the Russian market in nineties (besides the \American model" itself
does not exist anymore in the original form);
� There must be a new role for the state in securities market, the
new \interventionism", expressed by the decrease of the excessive
regulatory burden in securities industry, by promotion of new issuers
listings and IPO's, by the direct participation in creating new �-
nancial instruments and markets, by strengthening the government's
stimulatory role, �rst of all in establishing tax incentives, allowing
investments to be distributed in the real sector through the securities
market;
� Restructuring of the securities industry in Russia is inevitable.
Charges must include redesigning its architecture, directing it to-
wards improving the operational capability, decreasing volatility and
risks inherent to the domestic securities market;
The formed markets as object of state regulation have a number of
features in comparison with the advanced markets:

They are in an initial stage of development, low liquidity and sat-
uration by securities, the product structure is simpli�ed, the demand
for the products is narrowed at higher risks in comparison with the
markets of the well-developed countries;

The superconcentration in structure of the property, in distribu-
tion of money resources, in structure of the market (superhigh weight
of the shares of the several emitters and narrow group of the bro-
kers/dealers) are characteristic for these markets; these markets are
fragmentary;
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The markets di�er by a smaller transparency and degree of e�-
ciency in comparison with the markets of the well-developed coun-
tries, greater scales of insiders trade, manipulations and others dis-
functions; the investors are to a lesser degree protected, the mass
retail investment is undeveloped; the role of the foreign investors is
great;

The forming markets, their development or, on the contrary, de-
gradation are under the in
uence of the changeable factors, as a
choice of socio economic model of the device of a society, political
structure, social stability, degree of an openness of a society, religious
factors;

The in
uence of the state is higher , than in the advanced markets
of the well-developed countries, loading is high-regulative, the in
u-
ence on the perspective and current macroecon0omic policy (money,
currency, budget, tax, percentage, investment policy, is higher in the
�eld of the accounts of the capital, condition of management of the
state debt etc.).

In the base document of the International Organization of Se-
curities Commissions(IOSCO) [1] are formulated the three purposes
of regulation in the speci�ed sphere: a) protection of the investors
(against manipulating and insidering); b) achievement of validity, ef-
�ciency and transparency of the markets (equality of the participants
in the market equal and wide access to the information, prevention
of dishonest trade practice); c) reduction of system risk (e�ective
management of risks in the branch of securities).

\An interventionism" of the state in the developing mar-

kets. In transitive and developing economic systems the state has
the large resources, than private the business. \Self-�nancing" of the
market which has been not maintained by the state, as the practice
shows, is connected to scale losses and crises, slow rates of develop-
ment, mass infringements of the rights of the investors. The inter-
ventionism of the state can be shown in the following forms:
{ The accelerated creation of the regulative infrastructure and the
transition to the market of the best foreign customs, the structure
of �nancial products, forms and technologies of professional activity
in the market, rules of organization of share business, management
of the con
icts of interests and risks etc. The state should carry out
functions of support or even the initiation of �nancial innovations;
{ De�nition of strategy and programming of development of the
market, direct participation in construction of the new markets and
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change of architecture of branch in those elements, which create the
system risks; rendering of �nancial support in creation of an infras-
tructure of the market (trade, listing, information, settlement, deposi-
tary and educational systems); reasonable protectionism allowing, on
the one hand, to create domestic the branch of securities, and with
another - to use operational ability of foreign investment institutes
and share markets; the formation of a system of economic stimuli,
creating the interest of all classes of the investors to an investment of
means in securities, the stimulus to develop the professional activity
of the dealer companies and the operational ability of the markets;
{ Demonstration of the e�ectiveness of supervision behind honesty
and validity of the price-formation mechanism, inevitability of the
sanctions for infringements of the rights of the investors and, on this
basis, assistance in introduction of business customs and formation of
the standard market culture and ethics. The experts of the scienti�c
institutes and research divisions have prepared the project \The pro-
grams of development of the market of securities in Russia till 2010".
It prescribes, in particular, the concrete measures on expansion of a
constructive role of the state in construction of the share market and
optimization of state intervention in its functioning.

Traps and myths about the regulation of the formed mar-

ket. The myth of \self-�nancing", above mentioned. The experi-
ence of 1990 years in Russia has shown, that the concept of \self-
�nancing", which adhered the Government, results in huge meanings
of market risk, to deformation of organization of the market, to de-
fault by the market of the base tasks.

A serious trap can appear with the incorrectly chosen purpose
for a regulator of the share market. For example, one frequently ac-
cepts the model of the US shares-market. The potential choice is
wide: the American model, \Rhine" capitalism of the German sam-
ple, the Japanese model, the Swedish model, closed Islamic systems
of economy, which belong to market economies. Their roots lay in
national characters, in ability of the population to accept risks and
to work on an individual basis, in the economic doctrines of religions,
in a history and in �nancial sources of industrialization of 19th cen-
tury. As to transitive economies, the research, executed in USA [2],
states, that the property tends to be extremely concentrated in the
transitive economies. Accordingly, limited and slowed down in the
development are the markets of securities, �rst of all the markets of
shares. Both in Czechia, and in Poland the markets of the liabilities
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surpass the markets of the shares, the structure of the property in-
terferes with formation of the mass and retail market of securities.
Concerning Russia it is known, that the structure of the property in
the country is wholesale (it is estimated, that not less than 60 - 70 %
of the joint-stock capitals are assembled in large or control packages).
As the consequence, Russia is an example of debt economy, in which
the �nancing of the economy is based on the liabilities. Therefore
attempts to impart in the pure American model are arti�cial.
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Investigation of Optimum Regimes of Information
Reception with Help of Nonantagonistic

Dynamical Games
E.Z. Mokhonko

Computing Centre of RAS, Moscow

e-mail: mohon@ccas.ru

The time is right to create the information ecology. In particular
this new science would be able to investigate the optimum and per-
missible regimes of the information reception for people, the social-
economical systems and the wide class of the technical systems. The
game theorists are able to make a contribution to the development of
this science. Optimum regimes of the information reception are inves-
tigated broadly in the antagonistic theory of game. Let mention at
least the papers of L.A. Petrosjan, F.L. Chernous'ko, A.A. Melikyan.
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The �rst paper in the theory of nonantagonistic game devoted to the
investigation of this question was the paper of A.F. Kononenko. Fur-
ther E.Z. Mokhonko worked in this �eld. She suggested the following
scheme of investigation of the dynamics of the information reception
in the nonantagonistic dynamic games.

1. To clarify whether all moments of the information reception
are important. May be it is possible to manage without some infor-
mation.

2. In some class of games, moments of the information reception
are such that the received information is inexact and late, but the
lateness and inexactitude do not in
uence negatively on the control
decisions. To clarify the permissible extent of lateness and inexacti-
tude and such moments of time.

3. Let the systems of the information reception of the participants
of the nonantagonistic con
ict have some peculiarities in their work.
To de�ne the regimes of the information reception which are optimum
and admissible in some sense in this case.

4. To impose some restrictions on the ability to receive informa-
tion. It is possible to lead to the success end some types of con
icts
as if these restrictions were absent. To de�ne these type of games.

5. Some deviations from the agreement are real. They connect
with the unfavourable external conditions which do not depend on
the participants of nonantagonistic con
icts. To clarify the character
of the in
uence of such deviations on the optimum regimes of the
information reception.

6. To estimate the utility of the received information for the
participants of the nonantagonistic con
ict in the di�erent moments
of time. To de�ne factors which in
uence on the utility.

7. To investigate the optimum regimes of the reception of in-
formation of di�erent quality. Namely, to consider more complex
information 
ows. Let consider the following example. Information
is the result of the de�nite in
uence on the individual and the indi-
vidual's key of decoding the in
uence. The key of decoding is the
model of world. The world is changing and the individual has to
change his model. It is necessary to de�ne the moments of changing
the model, that is the key of decoding. In this case, the individual
works with two information 
ows. The �rst 
ow is the information
in
uence associated with the course of con
ict going. The second

ow is information about the change of the world.

8. To investigate the phenomenon of information, its nature.
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The investigations on such scheme lead to the following results.
1. Mathematical apparatus was elaborated for the solution of the

problems of the dynamics of the information reception in nonantago-
nistic con
icts in which the peculiarities of the player's system of the
information reception take into account.

2. New statements of the problems was introduced which had
not been considered earlier in the game theory. The problems were
solved for the wide class of cases. By this an application �eld of game
theory is enlarged. Namely, the following problems were considered.

a) The problem of de�ning the solution of dynamic nonantagonis-
tic game, in which the gain of the game is made more exact in the
process of the game going;

b) the problem of determining the pragmatic value of the received
information;

c) the problem of expressing by the formula the boundary of the
set of solutions nonantagonistic dynamic game under constrains on
the possibility of the player's system of the information reception;

d) the problem of determining the degree of stability of some func-
tion. The function characterizes the optimum information reception
in the concrete game;

e) the problem of the in
uence of the additional payment on the
qualitative character of the optimum information reception;

f) the problem of determining the optimum information regimes
when the players are situated on the di�erent hierarchical levels.

3. New types of strategies, namely r-strategies, rs-strategies, Mr
- strategies were introduced. They permit to model new possibili-
ties and restrictions in the information reception of the players and
thereby they give a new possibility to describe the nonantagonistic
con
ict more adequately to the reality.

The Optimal Level Stopping Rule for American
Options?

V.V. Morozov, A.N. Popov, and A.A. Vasin
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We develop new lower bound for price of standard Amer-
ican Option on a dividend-paying asset. The existence of op-
timal constant level decision rule is proved. We use integral
representation formula and deduce from it equation for opti-
mal level.

Consider an asset at time t, with pri Consider asset at time t,
with price St, that follow the geometrical Brownian motion equation
dSt = St(�dt + �dz(t)); where z is standard Wiener process with
z(0) = 0. Here � = r � � is the dividend rate, r is the constant rate
of interest, and � is the volatility of the price of the asset.

In the absence of arbitrage, the price of the American option at
time t with strike price K and expiration date T is the supremum,
over all stopping times T 0 with values belonging the segment [t; T ],
of

E[e�r(T
0�t)(ST 0 �K)+]; (1)

where a+ = max(a; 0):We denote the supremum of (1) by F (St; � ),
� = T � t. Denote C(St; � ) the value of the corresponding European
option.

The stopping time T � = inff0 � t � T : F (St; � ) = (St � K)+g
is an optimal option-exercise strategy (see [1]). So, Et = fSt :
F (St; � ) = (St � K)+g is an immediate exercise region. Let Bt =
minfSt : St 2 Etg: Then Et = fSt : St � Btg: In [2] the following
integral representation was provided: for all t 2 [0; T ];

F (St; � ) = V (St; B(�); � ) def= C(St; � )+

TZ
t

(e��s�StN (d1(St; Bs; s� t)) � e�rsrKN (d2(St; Bs; s� t)))ds;

where N (x) � cumulative standard normal distribution function and
d1;2(S;K; � ) = (ln(S=K) + (�� �2=2)� )=(�

p
� ): Equation

Bt �K = V (Bt; B(�); � ); 8 t 2 T � [0; T ]; (2)

is nessecery, but not su�cient, condition for B(�): If some function
Gt satis�es (2) then, for St � Gt; V (St; G(�); � ) is a lower bound for
F (St; � ):We use this condition for a constant Gt � L with T = f0g:

Denote ~� = �� �2

2
,

� =
p
~�2 + 2r�2; �1;2 =

�~�� �

�2
; b1;2(L; t) =

ln(S=L) � �t

�
p
t

:
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Proposition. There exists unique constant L� > K; satisfying
the equation L � K = V (L;L; T ); which gives the lower bound for
F (S; T )

V (S; L�; T ) = C(S; T )+Ke�rTN(d2(L
�;K;T ))�Se��TN(d1(L

�;K;T ))+

1

2�

2X
i=1

� S

L�

��i
N(bi(L

�; T ))[L�(� + (�1)i+1(~�+ �2))�K(� + (�1)i+1 ~�)];

asymptotically optimal when T !1:
Other approach to optimal level strategy based on direct calcula-

tion of mean option holder's gain see in [3].
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Actually the economic situation in Russia is largely determined
by the situation in the fuel and power industry. Export of fuel gives
the basic part of exchange earnings and the big part of the budget
income. But the considerable proportion of export pro�t is removed
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from the country and only small part is returned as capital invest-
ment. At the same time the wastage of the �xed capital and potential
depletion of developed �elds are the most actual problems of fuel and
power complex. The renewal of �xed capital and new �elds devel-
oping (usually, in hard-to-reach areas) needs large-scale investments.
For solving this problem, there are di�erent programs of investment
to fuel and power complex considered in the government. In countries
with market economy, the household savings form the basic source
of investments. In Russia, after breakdown of 90th, the con�dence
of people to the banking system is on the low level. The government
strategy of economic development (G. Gref's program) does not make
provision of any e�orts to attract the household saving in investment
process, but is based on improvment of conditions for the export
pro�t reinvestment. At the same time the price growth in power
industry is extensively considered. This is the way to make the ad-
ditional investment in the �xed capital. In fact, the domestic prices
for energy recourses in Russia are of the essence less than the world
prices (domestic prices for oil are two times o� than world prices,
for gas | 10 times). However, the growth of domestic prices will
lead to the change of price structure for power industry and energy
consumers branches of economy. By that, the economic situation in
energy consuming part of the industry will notedly decline. It can
lead back to the non-monetary accounts, barter etc.

Thus, the macroeconomic consequences of reforms in the fuel and
power industry are multivalued and additional investigation is re-
quested. To make this investigation, we develope the mathematical
model of Russian economy. This model allows to analiyze the macroe-
conomic characteristics of power industry and economic situation in
various scenarios according to di�erent variants of state economic
policy regarding fuel and energy complex.

The model has two sectors: the �rst one includes all non - power
branches of economy, the second one includes only fuel and energy
complex (FEC). The following economic agents are advertised in the
model: two production sectors, households, public bodies, the central
bank, exporters and importers. The agents are connected through
three markets: two-commodity markets and currency exchange mar-
ket. The structure of the model is determined by balance equations
corresponding to production and distribution of commodities (in real
terms) and balance equations of emission, distribution and transfers
of money. Details of model description are given in [1-3].
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With the help of the constructed model and comparative static
methods, macroeconomic parameters of the economy (growth rate,
prices structure, the part of FEC added value in GDP etc.) are in-
vestigated in the balanced economic growth mode. We have found the
relations between these parameters and indicators of government pol-
icy, money circulation and industry functioning ([1-3]). Despite the
branches of FEC are aggregated into one sector, the model gives the
possiblity to make a priori analysis of macroeconomic consequences of
reforming particular FEC branches. The situation when parameters
of the particular FEC branch change and all others thing are con-
stant we model by the proportional change of the appropriate FEC-
parameter taking into account the branch part in the whole FEC.
Such investigation was made to analyze consequences of probable gas
industry reforms.

One of the main problems in gas industry is the decreasing of gas
digging on main deposits in west Siberian instead of nessesary growth,
according to Russian energy strategy calculation. Increasing of gas
digging is possible for account of new deposits, which are usually in
hard-to-reach regions. Reclamation of these deposits needs large in-
vestments. Lack of investments in gas industry is connected basically
with the low domestic gas prices. The external gas price are nearly
ten times more than domestic price. Rates of domestic prices growth
are clamped by the government in connection with apprehension of
essential negative action on in
ation rates and GDP growth rates.
At the same time the part of gas production in the total production
volume (in internal prices) is near 2,5 %, the part of gas industry
in tax revenues (including export) is 2,2% and the part of gas cost
in total Russian production costs (including power industry) is near
2,9%.

The analysis of macroeconomic consequences of domestic gas pri-
ces changing and tax �lling changing is topical. The investigation of
appropriate scenarios was made on the basis of the constructed model
with the help of the following estimation: the gas industry part in
total FEC added value is near 10%.

Scenario 1. Lowering of gas industry tax �lling. Decel-
eration of price growth rates in gas industry can be balanced with
exclusive lowering of gas industry tax �lling. In the model, FEC tax
revenues are described by the part n22 of total FEC production added
value. To �nd out possible macroeconomic consequences of earned
income credits in gas industry, we consider the scenario, in which we
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assume the full tax remission for gas industry. In the model, it means
that parameter n22 is decreasing to 10the basic value of n22 = 0:16.
Calculations show that immunity of gas industry from taxes does not
have essential in
uence on the macroeconomic indicators of Russian
economy. The decreasing of FEC tax revenues connected with the
gas industry tax immunity leads to insigni�cant growth of in
ation
rate, from 14% in basic variant to 15% in the scenario calculation.
GDP growth rate does not changing (near 7% per year). Decreasing
of gas industry tax revenues does not a�ect on the part of house-
hold consumption in GDP, FEC part of GDP and price structure �
between FEC and other industry. The part of FEC investments in
total investments does not change. So the in
uence of tax revenues
decreasing from gas industry on the macroeconomic characteristics is
inessential.

Scenario 2. Advance of internal gas prices. In this scenario
calculation, we analyze the consequences of increasing of domestic
gas price in two times in conditions of all others thing constant. In
the model, it corresponds to the decreasing of price ratio � on 10%.
(The price ratio � on the FEC and others economy production is
one of the variables but not parameter.) The required price ratio �
change was modeled by decreasing of the part of distributed pro�t in
the total non-power industry added value (parameter n11) from 31%
in basic variant to 26% in scenario calculation.

Calculations show that two times gas prices increasing can lead
to the in
ation rate growth from 14% (in base variant) to 17,3%
together with the increasing of GDP growth rate from 7% to 8% per
year. In this case, the part of household consumption in GDP may
decrease on 2% and the FEC part in GDP may increase on 2%. The
part of FEC investments in total investments does not change. So
the change of macroeconomic parameters in the case of two times gas
price growth turns up to be signi�cant but does not call crisis events.
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Mathematical foundations of the expenditure
taxes advantages
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The comparison of the income taxation and the expen-
diture taxation is carried out. Expenditure taxes and income
taxes are compared on the regulative action e�ciency. With
the help of the classical theory of automatic control it is found
out, that the accuracy of regulation for the expenditure taxes
is higher, then for the income taxes.

In working and established tax systems, the value of a tax depends
on values of incomes and expenditures of a tax bearer. In the present
work, we consider the generalized taxes, which depend not only on
functions of incomes and expenditures but also on their integrals and
derivative with respect to time.

Traditional political economy classi�es the taxes to \direct" and
\indirect". The name \indirect" is explained by the fact that the
payer of the tax is the seller. Rearrangement of the tax burden from
the seller to the buyer and vica versa is well investigated by the
mathematical economists (see, for example, the book of J.E. Stiglitz
[1]). The inadequate and archaic terminology creates mess at the
unsophisticated tax bearers and students. Therefore henceforth we
shall name \indirect" taxes as expenditure taxes. (By the way, the
property taxes depend on integrals of the current expenditures of
the tax bearers, and property taxes can be interpreted as a speci�c
version of the expenditure taxes).

From the government point of view, taxes carry out �scal function
and regulating function. The �scal function with the help of expendi-
ture taxes is carried out much more e�ectively and with smaller costs,
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than with the income taxation. It has convincingly been proved by
the founder of the taxation theory WilliamPetty in 1662 [2]. A num-
ber of authoritative economists prefer to return to the expenditure
taxation instead of the income taxation. Here it is necessary to note
the activity of Nicolas Kaldor (see [3] and the consequent editions of
his works).

In the question on �scal function of the expenditure taxes, there
is a complete clearness. Further, there is a question on comparative
e�ciency of income taxes and of expenditure taxes in performance
of regulative functions by them. The author has undertaken in the
work [4] an attempt to investigate a question of tax regulation with
the help of the standard theory of automatic control. The elementary
statistics testi�es that the overwhelming majority of persons plans
their current charges depending on current, previous and forthcoming
(assumed) incomes. Such behavior is natural for a man and is named
by \income formation of the charges". The behavior is described by
the equation:

y(t) = Âx(t);

where x(t) and y(t) are functions of time and designate the current
incomes and current expenditures of the tax bearers, and Â | is
an operator. Generally, we have here a system of integro-di�erential
equations with deviating arguments, which in special cases can de-
generate di�erential, di�erence equations and the properly integral
equations. These equations have already been investigated within
the framework of the mathematical theory of automatic control. In
the language of the theory, y(t) refers to an adjustable value and
x(t) | to perturbative in
uence. In practice of automatic control
of technical devices, there are the two principles of constructing the
regulators:
1. principle of regulation on deviations or error-closing control (J.
Watt, 1784);
2. principle of regulation on perturbations or disturbance compen-
sating control (J.Poncelet, 1830).
Accordingly, the regulative control signal looks like a mathematical
function:

u = u

�
y(t); y(t � � ); : : : ; _y(t); _y(t� � ); : : : ;

Z
y(t)dt

�
(Watt)
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and

u = u

�
x(t); x(t� � ); : : : ; _x(t); _x(t � � ); : : : ;

Z
x(t)dt

�
(Poncelet):

The Watt-type regulators provide essentially more accuracy of regu-
lation in comparison with regulators of Poncelet (compensators) be-
cause of discrepancy and incompleteness of the information about
perturbative in
uences. At the tax regulation of expenditures, a reg-
ulator of Poncelet corresponds to an income tax, and a regulator of
Watt corresponds to an expenditure tax. Thus, the accuracy of regu-
lation at the expenditure taxation is much higher than at the income
taxation.
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To de�ne market share for a given drug company it is necessary
to construct a model of U.S. pharmaceutical industry. To construct
the model, it is necessary to take into account its features.

Pharmaceutical industry has two main speci�c cost conditions:
(1) very large sunk costs include the costs of bringing a product to

?The work is in partly supported by State Program for Support of Leading
Scienti�c Schools (Grant SS-1843.2003.01)
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market (doing basic research, winning patent approval, engaging in
development, performing clinical trials, obtaining �nal approval from
FDA); (2) the marginal costs of manufacturing for most traditional
drugs are very small.

These cost conditions have implication for pricing. Patent protec-
tion gives �rms the ability to in
uence to the price. One would expect
price and marginal-cost conditions (P and MC) to approximate by
Lerner markup relation as

(P �MC)=P = �1="P ;

where "P is the demand price elasticity.
The pharmaceutical industry consists of a large number of �rms

that produce many di�erent (and mainly nonsubstitutable) drug pro-
ducts, ethical and over-the-counter, branded and generic. Production
capacity for assembling active and inert ingredients into pills or cap-
sules is largely fungible. Thus, although actual competitors for a
given drug or therapy may be few, potential entrants are numerous.

Drug markets are divided into markets for prescription drug prod-
ucts (RX), markets for over-the-counter drug products (OTC), and
markets for discontinued drug products (DISCN).

Marketing information stocks positively a�ect sales. The sales
elasticity is the largest for detailing, followed by journal pages of
advertising, and is the smallest for direct-to-consumer advertising.

Less than two decades ago competition among drug companies
was focused on gaining the allegiance of prescribing physicians. More
recently the doctor's prescription under the in
uence of information
technology has become just the starting point in determining what
drug the pharmacist dispenses.

To construct a model it is necessary to select a set of agents[1].
A model of US drug industry includes the following agents:

1. drug companies that charge di�erent prices to di�erent groups
of buyers,

2. health maintenance organizations (HMOs),
3. pharmacy bene�t managers (PBMs),
4. physicians (doctors),
5. pharmacists,
6. groups of buyers that choose among alternative drug treat-

ments (e.g., hospitals),
7. patients.
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The paper is devoted to the research of di�erent insurance poli-
cies types for a particular mathematical model of losses occurrence
random process. Insurance products with certain constraints of loss
transfer from insured to insurer such as policy limit, total claims
number limitation etc. are considered.

For policies with constraints of the mentioned type, the problem
of determining the optimal strategy of insured for transferring the
loss to insurer is solved. In this problem, it is required to �nd the
function D(t) which is the critical value of loss at the time t: the
insured decides to �le a claim to the insurance company if and only
if the loss occurred at the time t exceeds the critical value D(t).

Occurrence of losses is simulated by the Poisson process with the
parameter � on the interval [0; 1]. The discount factor with the con-
tinuous interest rate � is taken into account. It is supposed that the
loss random variable does not depend on the time of loss occurrence
and has the probability density function f(x). The value of insurance
limit for each accident is denoted by T .

The main result is the optimal strategy D(t) for the policy with
one-time claim �ling. The problem of obtaining this strategy is solved
for the discrete case �rst, and then for the continuous one. In the
continuous case the Bellman equationZ 1

D(t)

(D(t) � x)f(x) dx =
D0(t) � �D(t)

�
� R(T )

holds.
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Similar equations appear in the decision making problems with
stochastic uncertainty conditions (see, for example, [3]), but in this
case the equation has the analytical solution

D(t) = F�13 (t);

where

F�13 is the inverse function for F3; F3(x) =

Z x

0

1

F2(x)
dx;

F2(x) =

Z x

0

(�F1(x) + �) dx+ �(R(T )� R(0));

R(T ) =

Z 1

0

xf(x + T ) dx; F1(x) = 1�
Z x

0

f(x) dx:

In addition to the one-time claim �ling, other settings of prob-
lems are considered. Namely, a policy with multiple claim �ling with
insurance limit for total policy payout is also considered. For this
setting, the Bellman equation has the following form:

P 0t(t; C) = �(R(C)� R(0)) + �P (t; C)� �

Z C

0

P (t; C � x)f(x) dx;

where P (t; C) is the expectation of the insurer's loss as the result of
coverage from the time t to the time of policy expiration with the
condition that the remaining aggregate coverage value equals C. The
solution of the equation can be found using the Laplace transform.

The net premium (expectation value of insurance company loss
made by servicing the policy) is calculated for each considered in-
surance policy. A numerical solution of the problem for one of the
policies in the case of gamma distribution is given in the addendum.
The obtained program of numerical calculations allows to apply the
algorithm for di�erent values of parameters and quite wide class of
probability density functions.
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New Value for Dynamic Coalitional Games
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Game-theoretic models considered in the modern game theory
can be divided into two classes: strategic and cooperative games. In
strategic games, players choosing their strategies try to get maxi-
mal payo�s, in cooperative games it is assumed that players try to
maximize the sum of their payo�s and the problem consists in the
allocation of this maximal total payo� between players. There is a
number of papers where the intermediate case is considered: the case
when the cooperation is not full, and players form coalitions choosing
strategies with the intention to maximize the payo� of the coalition
to which they belong.

In what follows as basic model we shall consider the game in ex-
tensive form with perfect information, which includes the possibility
of changing coalitional partitions in some �xed vertices of the game
tree.

De�nition 1. A game tree is a �nite oriented treelike graph K
with the root x0.

We shall use the following notation. Let x be a vertex (position).
We denote by K(x) a subtree of the tree K with the root in x. We
denote by Z(x) the set of vertices directly following after x. The
vertice y directly following after x is called alternatives in x (y 2
Z(x)). The player who makes decision in x (who selects the next
alternative position in x), is denoted by i(x). The choice of player
i(x) in position x will be denoted by x 2 Z(x).

Let N = f1; :::; ng be the set of all players in the game. Under
partition of the set N we understand the family of subsets �k =

fSjgj�kj
j=1 such that Sj \ Si = ;; j 6= i;

S
Sj = N . The set of all

admissible partitions of N is denoted by �.
Now we shall give the strict de�nition of the game with perfect

information and changing coalitional partition.
De�nition 2. A game in extensive form with perfect information

and changing coalitional partition �(x0) is a game tree K with the
following additional properties :

� (I) The set of vertices (positions) is divided into n+ 2 subsets
P1; P2; :::; Pn; Pn+1, Pn+2, which form a partition of the set
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of all vertices of the graph tree K. The vertices (positions)
x 2 Pi are called players' i personal positions, i = 1; :::; n;
vertices (positions) x 2 Pn+1 are called positions of the chance
and vertices (positions) x 2 Pn+2 are called terminal positions.

� (II) For each x the partition �(x) 2 � of the player's set N is
given such that�

�(x) � �(y); 8y 2 Z(x); if x =2 Pn+1;
9y 2 Z(x) : �(x) 6� �(y); if x 2 Pn+1:

� (III) For each y 2 Z(x) = fy1; :::; yrg, x 2 Pn+1 the probability
distribution p(y1); :::; p(yr),

P
y2Z(x)

p(y) = 1, r = jZ(x)j is
de�ned.

� (IV) In each �nal vertex (position) the system of real numbers
h(w) = (h1(w); :::; hn(w)), w 2 Pn+2, hi(w) � 0, i = 1; :::; n,
is de�ned. Here hi(w) is the payo� of player i at the �nal vertex
(position).

De�nition 3. A strategy of player i is mapping Ui(�), which
associates each position x 2 Pi with a unique alternative y 2 Z(x).

The set of all strategies of player i is denoted by Ui.
In this setting, we suppose that the player i 2 N in his position

set y 2 Pi is playing in the interests of the coalition Sj , (i 2 Sj ;
Sj 2 �(xj)) to which he belongs, trying to maximize the payo�
of this coalition. Suppose the players choose the strategy pro�le
U1(�); :::; Un(�). Then the game develops in the following way.
The game starts at x0 2 Pn+1 in which the coalitional partition
�(x0) 2 � is given. In this position x0 the chance, according to the
probability distribution de�ned in (III), is selecting the alternative
x1 2 Z(x0), in which a coalitional partition �(x1) 2 � is de�ned.
Suppose x1 2 Pi(x1), then in position x1 the player i(x1) makes a
move choosing the alternative x2 = Ui(x1)(x1) 2 Z(x1), and acting in
the interests of the coalition to which he belongs and which was real-
ized after the chance move makes a choice at the initial position of the
game x0 2 Pn+1. Suppose that in x2 the coalitional partitions �(x2)
and �(x1) coincide (�(x2) � �(x1)). If x2 =2 Pn+1 [ Pn+2, then
in position x2 player i(x2) makes a move and chooses an alternative
x3 = Ui(x2)(x2) 2 Z(x2) according to the interests of the coalition to
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which he belongs. If x2 2 Pn+1, then in position x2 the chance ac-
cording to the probability distribution de�ned by (III) from de�nition
2 for position x2 is selecting the alternative x3. In the randomly se-
lected position x3 2 Z(x2), the coalitional partition �(x3) 2 � is de-
�ned which may or may not coincide with coalitional partition in x2.
If on the stage k, xk =2 Pn+1[Pn+2, then in xk the player i(xk) chooses
an alternative xk+1 = Ui(xk)(xk) 2 Z(xk), acting according to the in-
terests of the coalition to which he belongs. If on the stage k the game
is in the position of the chance, i.e xk 2 Pn+1, then in the position
xk an alternative xk+1 is chosen according to the probability distri-
bution de�ned for this position xk according to the condition (III) of
the de�nition 2. In the chosen position xk+1 2 Z(xk) the coalitional
partition �(xk+1) 2 � is de�ned, which may or may not coincide
with coalitional partition de�ned for the position xk. The game ends
after reaching the �nal position ! 2 Pn+2. This happens after a �-
nite number of steps, since the game tree is �nite. In the position !,
according to the condition (IV) of the de�nition 2, the payo�s of the
players (h1(!); :::; hn(!)) are de�ned. Thus every strategy pro�le
U (�) = (U1(�); :::; Un(�)) de�nes the probability distribution over the
set of �nal positions (because of the chance moves in x 2 Pn+1), and
thus the payo� hi(!) of the player i is a random variable. Conse-
quently to each strategy pro�le U (�) = (U1(�); :::; Un(�)) uniquely
corresponds the vector of mathematical expectations of players pay-
o�s Ei(U1(�); :::; Un(�)) = E[hi(!)], i 2 N .

Thus we can formulate our game as game in normal form

< N ;U1; :::; Un;E1; :::; En > :

But the normal form of the game is not very useful for the inves-
tigation of our game, since it does not take not into account the
belonging of players to di�erent coalitions and the possibility of the
transformation of the coalitions. This makes the use of classical so-
lution concepts for the construction of optimal behavior practically
impossible .

In what follows we shall propose a new approach to the construc-
tion of the solution, which takes in account the existing coalitional
structure of the game and the dynamics of its evolution, and the new
value (the so called PMS-value) for such games.
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The reasons why any electoral system distort the voters'
preferences are discussed. Several well-known disproportion-
ality indices for proportional representation systems are ana-
lyzed. Two new disproportionality indices are introduced and
calculated for parliaments in several countries.

The idea of proportional representation (PR) systems is that in
the elections the voters vote for parties or blocks, which run for the
certain number of seats in any representative body, and get seats
proportionally to the received votes. An example of PR system is
the elections to a parliament under party lists. In this case, parties
re
ecting interests of various groups of the voters receive seats in the
parliament according to the size of these groups: more popular parties
receive more seats, less popular parties receive less seats. Thus, one
can say that the purpose of proportional representation is to enable
maximal number of the voters to receive the representatives in the
parliament.

Let us assume that if the voter come on the poll and vote for
certain party, then this party re
ects his political preferences, and,
vice versa, if the voter does not come this means that there is no
party which �ts his interests. So, the votes received by parties can
be considered as \true" preferences of the voters. If for any party
the percentage of the received votes is not equal to the percentage of
the seats in the parliament, one can say that the voting procedure
distorts preferences of the voters. There are some reasons of such
disproportionality, such as electoral \threshold", voters that ignore
the polls or vote \against all parties" and impossibility to allocate
seats strictly proportionally to the received votes.

There is a question that frequently arises after any elections: in
what degree the elected parliament re
ects the interests of various
groups of the voters, or, in other words, to which extent it is represen-
tative? To answer this question the indices are introduced evaluating
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the degree of proportionality of an electoral system, named \dispro-
portionality indices". Disproportionality indices are based on the
comparison between the quota of votes and quota of seats each party
obtains. Since the end of nineteenth century many of such indices
were introduced, e.g. Rae Index, Grofman Index, Loosemore-Hanby
Index, Gallagher Index, Equal Proportion Index, d'Hondt index, etc.

We introduce two more disproportionality indices. The index of
Relative Representation is appropriate to use in case of some parties
get no seats in parliament. The Representation Index Taking into
Account Absence of the Voters takes into account the absense of the
voters and possibility of voting \against all" and shows how many
voters are represented in parliament according to their interests.

These indices are calculated for parliamentary elections in several
countries.

Application of Variety Analysis Methods for
Estimation of E�ectiveness of Optimization

Algorithms
V.E. Podobedov

ZAO \KOKK", Russia

key words: optimization algorithms

Analyzing the work of optimization algorithms, it is im-
portant to choose characteristics which allow to estimate the
e�ectiveness of algorithms and to compare di�erent algorithms.
Di�erent statistical indicators like sums and means are used as
such characteristics, but they are not convenient always. For
example, statistic characteristics are not adequate in the cases
of deterministic chaos, when even small disturbance in initial
conditions of completely deterministic algorithm can lead to
much change of the results of its work. These situations are
typical for application of local optimization methods to mul-
tiextremal functions.

In the paper, we consider a new approach of determining
characteristics for optimization algorithms. This approach is
based on methods of variety analysis. In this case, we can
represent characteristics not in the form of separated indica-
tors but with the help of type and range distributions. They
are the most stable in time and determined on the basis of
minimax optimality criterion.
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Variety needed for forming type and rank distributions
can be introduced arti�cially, for example, by the considera-
tion of families of functions depending on the set of random
parameters.

On a Continous Method of the Minimization of a
Maximum Function?

L.N. Polyakova

St. Petersburg State University, St.-Petersburg, Russia

e-mail: lyudmila.polyakova@pobox.spbu.ru

Consider the function

f(x) = max
i2I

fi(x):

where fi(x); i 2 I = f1; : : : ; sg, are twice continuously di�erentiable
strongly convex functions on Rn. Let mi > 0; i 2 I, be their moduli.
That is

fi(�x1+(1��)x2) � �fi(x1)+(1��)fi(x2)�mi�(1��)jjx1�x2jj2;

8� 2 [0; 1]; 8x1; x2 2 Rn; i 2 I:
Under these assumptions the function f is also a strongly convex
function with the modulus m = min

i2I
mi > 0: Consider the following

optimization problem: �nd

min
x2Rn

f(x): (1)

The solution of the problem (1) exists and a minimizer of the
function f onRn is unique. Let us assume that there exists a constant
M � 1 such that the following inequality

hf 00i (x)w;wi �M jjwjj2 8x 2 Rn; 8w 2 Rn; 8i 2 I;

holds. Here f 00i (x) is the matrix of the second derivatives of the
functions fi at the point x.

?This work was supportedby Russian Foundation for Basic Research (Project
RFFI N 03-01-00668)

178



The optimization problem

min
w2Rn

max
i2I

�
(fi(x) � f(x))M + hf 0i(x); wi+

1

2
jjwjj2

�
= (2)

= max
i2I

�
(fi(x) � f(x))M + hf 0i(x); w(x)i+

1

2
jjw(x)jj2

�
= �(x):

is connected with each point x 2 Rn. A minimizer of this problem
w(x) 2 Rn is also unique.

It follows from the necessary conditions for the minimum of the

problem (2) that there exist coef�cients �i(x) � 0, i 2 I,
sP
i=1

�i(x) =

1, such that the equalities

w(x) = �
sX
i=1

�i(x)f
0
i(x);

�(x) =
sX
i=1

�i(x)(fi(x)� f(x))M � 1

2
jjw(x)jj2 � 0

are valid.
Lemma 1.

1) The function �(x) is equal to zero i� the point x is the
minimizer of the function f on Rn.

2) The vector w(x) = 0n i� �(x) = 0.
Thus if a point x 2 Rn is a minimizer of the function f on Rn

then w(x) = 0n. If a point x is not a minimizer of f on Rn then the
direction w(x) is a direction of the descent of the function f at x.

Describe a method for minimizing the function f on Rn .
Choose any point x0 2 Rn. If the point x0 is a minimizer of the

function f on Rn then the process terminates. Let the point xk 2 Rn

be already found. If the point xk is a minimizer of the function f on
Rn then the process terminates. Assume that the point xk is not a
minimizer of the function f on Rn. Find the direction w(xk), that
is, solve the optimization problem (2) at x = xk. Then there are

multipliers �i(xk) = �ki � 0; i 2 I;
sP
i=1

�ki = 1; such that the

relations

w(xk) = �
sX
i=1

�ki f
0
i(xk) 6= 0n;
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�(xk) =
sX
i=1

�i(xk)(fi(xk)� f(xk))M � 1

2
jjw(xk)jj2 < 0

are satis�ed. Assume �� = 1
M and xk+1 = xk + ��w(xk):

Lemma 2. At each point xk the inequality

f(xk+1) � f(xk) � 1

M
�(xk) (3)

is valid.
Inequality (3) shows, that the process is relaxational, hence, the

sequence ff(xk)g is converging. If the sequence xk is in�nite, then
�(xk)! 0 at k ! +1:

As for any strongly convex function, the set L(x0) = fx 2 Rn
��

f(x) � f(x0)g is a compact set then the sequence fxkg generated by
this method lies in the set L(x0).

Lemma 3. For the given method the inequalities

�(xk) � m (f(x�) � f(xk)) ; f(xk+1)� f(xk) � m

M
(f(x�)� f(xk))

are satis�ed at each point xk.
Hence the sequence fxkg is converging and its cluster point x� is

the minimizer of the function f on Rn.
Theorem 1. In the given method, at any point x0 the sequence

fxkg converges to the minimizer x� of the function f with the rate
of a geometric progression:

f(xk+1) � f(x�) � q(f(xk)� f(x�));

where q = 1� m

M
; and there exists a positive number Q, such that

the inequality
jjxk � x�jj � Q(

p
q)k

is true.
Consider in more detail the computing aspect of the solution of

the problem (2). To �nd the direction w(xk), it is necessary to solve
the quadratic programming problem

min
�2�

fhG(xk)�; �i +M hp(xk); �ig ;
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where � = f� = (�1; : : : ; �m) 2 Rm j
mP
i=1

�i = 1; �i � 0; i 2 Ig; and
G(xk) is the Gram matrix of the vectors f 0i (xk) that is

G(xk) =

0@ hf 01(xk); f 01(xk)i: : : : :hf 01(xk); f 0m(xk)i
� � �

hf 0m(xk); f 01(xk)i: : : : :hf 0m(xk); f 0m(xk)i

1A
and

p(xk) = (p1(xk); : : : ; pm(xk)) 2 Rm; pi(xk) = f(xk)� fi(xk); i 2 I:

Thus it is necessary to determine the multiplies �i; i 2 I; and to
express the vector w(xk) in terms of �i's by the formula w(xk) =

�
sP

i=1
�ki f

0
i(xk):

Optimal Two-model Quadratures for Numerical
Integration
N.M. Popov

Moscow State University, OR Dept.

e-mail: popov@mics.msu.su

key words: numerical integration, two-model quadrature formulas

The e�ectiveness of the so-called two-model quadrature
formulas is analyzed. Such formulas combine two integrand-
evaluating models, which di�er in accuracy and complexity.
The problem of �nding optimal two-model quadratures is stat-
ed and solved in the class of Lipschitz integrands.

The Approach to Modelling of Educational
Process

Olga A. Popova

Omsk State University, Russia

e-mail: olgaarc@yandex.ru
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imal approach

1. Statement of the problem. We consider a situation with
two participants: one is a teacher, the other is group of the students.
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The teacher represents knowledge which is output of work, for exam-
ple, in the form of series of the lectures in certain knowledge area. The
knowledges di�er by a level of complexity of stated ideas or concepts.
It means that knowledges, for example, can be very simple, available
for majority of people; rather complex, available for people with some
intellectual background and very complex requiring sizeable intellec-
tual training and, alpha and omega, signi�cant strong-willed e�orts to
possess by these knowledges. The other participant of the situation is
a group of students who wishes to gain certain knowledges from some
technological, economic or scienti�c areas. The collision of situation
consists in that if the group of students has not su�cient intellectual
and strong-willed training, then the certain complex knowledges can-
not be adopted by the student in a su�cient measure. Thus, level of
intellectual and strong-willed training of the student group should be
matched to complexity of knowledges, that is in learning process the
student group could e�ectively acquire knowledges from new area for
them. To describe the situation formally we introduce two payment
matrixes P and S, which describe the gains of players for teacher and
student group

P =

0BBB@
p11 p12 : : : p1n
p21 p22 : : : p2n
...

...
. . .

...
pn1 pn2 : : : pnn

1CCCA ; S =

0BBB@
s11 s12 : : : s1n
s21 s22 : : : s2n
...

...
. . .

...
sn1 sn2 : : : snn

1CCCA ;

and two deontological (V.Lefebvre, 2003) matrixes D and B, which
determines strong-willed and ethical relations of the teacher and stu-
dent group to learning process

D =

0BBB@
d11 d12 : : : d1n
d21 d22 : : : d2n
...

...
. . .

...
dn1 dn2 : : : dnn

1CCCA ; B =

0BBB@
b11 b12 : : : b1n
b21 b22 : : : b2n
...

...
. . .

...
bn1 bn2 : : : bnn

1CCCA :

Here, the rows sij+bi;i, i = 1; 2; :::; n, of matrices S+B are the strate-
gies, which describe some distribution of students on the levels of in-
tellectual and ethic training. The columns pij + dj;j, j = (1; 2; :::; n)
of matrices B + D are strategies of the teacher, re
ecting his intel-
lectual and ethic level of training. If the strategy (i; j) is chosen,
then pi;j + dj;j means the lecture complication of jth level of teacher
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for the students with ith level of training and si;j + bi;i means the
e�ciency of mastering of the jth theacher's lecture for the student
subgroup of ith level. Pursuant to the rational behaviour principle
both players try to reach a maximum level of the e�ciency. In the
model, these strategies are denoted by (i�; j�):

(I�; j�) � Argmax
i
(si;j� + bi;i); i = (1; 2; :::; n);

(I�; j�) � Argmax
j
(pi�;j + dj;j); j = (1; 2; :::; n): (1)

Here, it is required to �nd such game strategies that the one of them
provide a maximal e�ciency in obtaining knowledges and the other
presents the maximal complication of delivered knowledges. The
computing of Nash equilibrium for large scale bimatrix games requires
the development of special methods. The other problem connected
with bimatrix games consists of that the Nash equilibrium can not
exist, then reasonablly to pass to problems in the mixed strategies.

2. Matrix games in the mixed strategies. Formally the
statement of mixed strategies matrix games looks like

x� 2 Argmaxfhx; Sy�i + hBx; xi j he; xi = 1; x � 0g;
y� 2 ArgmaxfhPx�; yi + hDy; yi j he; yi = 1; y � 0g; (2)

where e = (1; 1; :::;1). The dimension of e is equal to dimension x or
y. Constraints are the simplexes he; xi = Pn

1 xj = 1, where xj � 0
and he; yi = Pn

1 yi = 1, where yi � 0. The objective functions of
the players represent sums of bilinear and square functions hx; Syi+
hBx; xi; hPx; yi+hDy; yi, where S, P and B � 0,D � 0 are matrices.
The bilinear components of these functions re
ect interrelation or
e�ect of one player to other, if one of them has chose his strategy.
Square components pursuant to the concept of the Decision Making
theory describe of preference for each of the players under selection
alternatives on own strategic sets. The solution of game x�; y� is a
�xed point or Nash equilibrium. For the solution of game (2) it is
naturally to apply the simple iteration method:

xn+1 2 Argmaxfhx; Syni+ hBx; xi j he; xi = 1; x � 0g;
yn+1 2 ArgmaxfhPxn; yi + hDy; yi j he; yi = 1; y � 0g: (3)

If the mapping of this system (Argmaxf:::g;Argmaxf:::g) is strongly
contracting, then, according to the contraction mapping principle,
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the process (3) converges to (x�; y�). However in a common case the
game mapping is not strong contract and, therefore, process (3) does
not converge to Nash equilibrium. In this case we o�er to use the ex-
traproximal approach, which is founded on two ideas: an incompress-
ibility of game mapping generated by regularization and splitting of
proximal step into two half-steps: the �rst half-step is

�xn = argmaxf(1=2)jx� xnj2 + �(hx;Syni+ hBx;xi) j he; xi = 1; x � 0g;

�yn = argmaxf(1=2)jy � ynj2 + �(hPxn; yi+ hDy; yi) j he; yi = 1; y � 0g;

and the second half-step is

xn+1 = argmaxf(1=2)jx�xnj2+�(hx;S�yni+hBx;xi) j he; xi = 1; x � 0g;

yn+1 = argmaxf(1=2)jy�ynj2+�(hP �xn; yi+ hDy;yi) j he; yi = 1; y � 0g:

The initial state of the teacher-student system is determined by an
initial level of training for players to learning process. Level of lecture
complexity of the teacher and level of training of the student group
are described by vectors of knowledges xn and yn for the teacher and
students accordingly. On each step of learning process the teacher
acts as the processor of knowledges, which transforms a vector of old
knowledges of the students yn to a vector of new knowledges xn+1

for mastering by the students. This process assumes that the teacher
re
exive re
ects in his thinking a level of knowledges of the students.
On the other hand, in the same learning process the students on the
basis of old knowledges (vector xn) submitted in the teacher lectures
gain a vector of a new knowledges yn+1. The sequence of the lectures
determines multistep process, which forms a sequence of vectors of
knowledges of the students yn obtained by them from the teacher
lectures xn. The sequence of vectors of knowledge (xn; yn) should
be completed by assimilation of objective domain of knowledge with
maximum e�ciency. We formulate the statement about convergence
of process [1]. We introduce system of matrixes C1 and C2, which
determines a behaviour of the players as of the uni�ed system

C1 =

�
0 S
P 0

�
; C2 =

�
D 0
0 B

�
:

If C1 + C2 � 0, the length of a step � < (1=
p
2jC1 + C2j), then the

proximal method converges to a Nash equilibrium, i.e. (xn; yn) !
(x�; y�) as n ! 1. The objective functions for each of the players
reache a maximal values in an own variables for each component of
the vector (x�; y�). The author expresses steep thanks to A.S.Antipin
for fruitful arguing for the game model.
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Class of Integer Multicriteria Optimization
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Most of multicriteria methods are based on interaction
with decision-maker and searching alternatives, which are most
suitable for the decision-maker from undominated (Pareto)
frontier, i.e. set of all undominated alternatives and presenting
these alternative the decision-maker.

This work is devoted to an integer multicriteria optimiza-
tion problem for one special class of the goal functions.

In this work, the algorithm for a solution of such prob-
lem is proposed. This algorithm uses ideas developed within
the framework of solving single-criterion integer optimization
problems and concept of optimal polyhedral approximating
methods of multidimensional convex compacts.

The mathematical simulation is a conventional tool for searching
e�ective solutions of complex problems. Multicriteria optimization
methods play key role in the decision-making process [3], because
they allow to take into account di�erent demands con
icting with
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for Basic Research (project no. 04-01-00662), by the program for State Sup-
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matical Modelling and Intellectual Systems' and by the Program for fundamental
research of the Division of Mathematics of the Russian Academy of Sciences no.
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one another. The usual formulation of the multicriteria problem is
given in the following form:

f : X ! R
d;

f(X) = Y � Rd;

f(x)! max
x2Rd

:

Most of multicriteria methods are based on interaction with deci-
sion-maker and searching alternatives most suitable for the decision-
maker from undominated (Pareto) frontier P (Y ), i.e. set of all un-
dominated alternatives

P (Y ) = fy 2 Y j fy0 2 Y jy0 6 yg = ;g ; (1)

and presenting these alternatives to the decision-maker.
This work is devoted to an integer multicriteria optimization prob-

lem for one special class of the goal functions. Consider the following
problem:

[c; f ]! min
x2X

; (2)

where X is discrete set,

X =
�
x 2 X0jgk(x) 6 0; k = 1; Ng

	
; X0 = f0; : : :Kgn ;

and components of vector functions c, f and g are monotonous:

ci : X0 ! R; ci(x
0) > ci(x

00);x0 > x00; i = 1; Nc;

fj : X0 ! R;fj(x
0) 6 fj(x

00);x0 > x00;j = 1; Nf ;

gk : X0 ! R;gk(x
0) 6 gk(x

00);x0 > x00; k = 1; Ng:

(3)

Such problems often arise, for example, in environmental problems,
where criteria are divided in two groups. First group characterizes the
cost of environmental project and the second one is connected with
environmental quality. It is natural for environmental problems that
the cost of a project is increasing when more expensive technologies
are used.

It is suggested to solve this problems using multicriteria visuali-
zation-based technique of the Interactive Decision Maps (the IDMS)
[2]. The technique is based on approximation of the Edgworth-Pareto
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convex hull that is the set with the same nondominated frontier as
conv(Y ). Formally,

Y C
P = conv(Y ) +Rd

+: (4)

Then, visualization of Pareto frontier of this set is used. After comple-
tion of the analysis of undominated frontier (including comprehension
boundaries of feasible values of criteria and interrelation between cri-
teria values) decision-maker can specify a goal point (the reasonable
goals method)[2]. Further, some feasible solutions closed to the goal
point are presented to decision-maker.

The most complicated mathematical problem of the approach is
the approximation of the Edgworth-Pareto convex hull in the case of
essential number of criteria (from three up to eight). The algorithm
for a solution of such problem is presented in this paper. This algo-
rithm uses ideas developed within the framework of solving integer
optimization problems with one criterion [4] and concept of optimal
polyhedral approximating methods of multidimensional convex com-
pacts [1].

Problems (2) in the case of one criterion have been widely studied
in discrete programming and common method of solving such prob-
lems is the branch-and-bound method. In this work, the ideas of the
branch-and-bound method are adapted for the multicriteria case. It
allows constructing algorithm that builds iterative sequence of poly-
hedrons, approximating Edgworth-Pareto convex hull in the integer
multicriteria optimization problems for the special class of the goal
functions.

It is proved that the developed algorithm has the following fea-
tures.

Theorem. The algorithm �nishs its work for �nite number of
iterations N , not greater then 2n. Moreover, the algorithm builds
monotonous by inclusion sequences of polyhedrons fPlg and fQlg
such that

P0 � P1 � : : : � PN = Y C
P = QN � QN�1 � : : : � Q0: (5)

Sequences of polyhedrons fPlg and fQlg are internal and exter-
nal approximation of the Edgworth-Pareto convex hull correspond-
ingly. These polyhedrons allow to represent nondominated frontier
to decision-maker with an arbitrary chosen accuracy.

187



References

[1] A. V. Lotov, V. A. Bushenkov and G. K. Kamenev, Interac-
tive Decision Maps. Approximation and Visualization of Pareto
frontier (Kluwer Academic Publishers, Boston, 2004).

[2] �.�.�³°¬¨±²°®¢ , �.�.�´°¥¬®¢, �.�.�®²®¢. (2002) �¥²®-
¤¨ª  ¢¨§³ «¼­®© ¯®¤¤¥°¦ª¨ ¯°¨­¿²¨¿ °¥¸¥­¨© ¨ ¥¥ ¯°¨¬¥-
­¥­¨¥ ¢ ±¨±²¥¬ µ ³¯° ¢«¥­¨¿ ¢®¤­»¬¨ °¥±³°± ¬¨. �§¢¥±²¨¿
��. �¥°. �¥®°¨¿ ¨ �¨±²¥¬» �¯° ¢«¥­¨¿. 2002,N5, 89-100.

[3] �®²®¢ �.�., �³¸¥­ª®¢ �.�., � ¬¥­¥¢ �.�. �®¬¯¼¾²¥° ¨
¯®¨±ª ª®¬¯°®¬¨±± . �¥²®¤ ¤®±²¨¦¨¬»µ ¶¥«¥©. �.: � ³ª ,
1997.

[4] �¨£ « �.�., �¢ ­®¢  �.�. �¢¥¤¥­¨¥ ¢ ¯°¨ª« ¤­®¥ ¤¨±ª°¥²­®¥
¯°®£° ¬¬¨°®¢ ­¨¥. �.: ���������, 2002.

Construction of a Stabilizing Control and Solution
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The stationary di�erential systems with polynomial right
parts are considered. The necessary and su�cient conditions
are formulated when a given domain is a domain of asymptotic
stability and the origin of coordinates is either focus or center.
The problem of construction of stabilizing control in a form of
polynomial is studied.

Introduction. In this paper, the di�erential systems with a right
polynomial part f(.) of

x = (x1; x2; :::; xn) 2 <n

are considered, i.e.

f(x) = (f1(x); f2(x); :::; fn(x))
�;
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where
fp(x) =

X
l1 ;l2;:::;ln2Ip

a
(p)
l1;l2 ;:::;ln

xl11 x
l2
2 :::x

ln
n ;

p 2 1 : n; l1; l2; :::ln are non-negative integers and � is the transpo-
sition sign, a(p)l1;l2;:::;ln

are real-valued numbers, Ip is a �nite set of
indexes of the polynomial fp(x):

To analyse the system

�
x= f(x)

a method is suggested, which is di�erent from Lyapunov's methods
and based on a system transformation idea, so that we would be able
to say something de�nite about stability.

Further the problem will be solved to construct a stabilizing con-
trol in any given region of the origin of coordinates for the system

�
x= f(x; u)

where x 2 <n is a phase vector , u 2 Rr is a control,

f(x; u) = (f1(x; u); f2(x; u); :::; fn(x; u))
�

is a vector polynomial of x and u, i.e. fp(x; u) =X
l1;l2;:::;ln;m1 ;m2 ;:::;mr2Ip

a
(p)
l1;l2 ;:::;ln;m1;m2 ;:::;mr

xl11 x
l2
2 :::x

ln
n u

m1
1 um2

2 :::umr
r ;

where p 2 1 : n; l1; l2; :::; ln;m1;m2; :::;mr are non-negative integers,

a
(p)
l1;l2;:::;ln;m1;m2;:::;mr

are real-valued numbers, Ip is a �nite set of
indexes of the polynomial fp(x; u): We will assume that the zero
vector 0 = (0; 0; :::; 0) 2 <n is a solution of the system, i.e. f(0; 0) =
0:

The main results. Let us consider the di�erential system

�
x= f(x); (1)

where x = (x1; x2; :::; xn) 2 <n and

f(x) = (f1(x); f2(x); :::; fn(x))
�:

The vector-polynomials fp(:) and their coe�cients apl1 ;l2 ;:::;ln satisfy
the conditions written above in the Introduction.
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We assume that f(x) 6= 0 for all x 6= 0 in some neighborhood of
the origin.

We call the order deg(fp(:)) of the polynomial fp(�) the maximal
degree of the polynomial fp(:) in the variables xj ; j 2 1 : n; in totality,
i.e.

deg(fp(x)) = max
l1;l2;:::;ln2Ip

(l1 + l2 + :::+ ln):

So if for n = 2 and lij 6= 0

f1(x) = l11x
2
1 + l12x

2
2 + l13x1x2; f2(x) = l21x

3
1 + l22x2 + l23x3

then the order of f1(x) is equal to two and the order of f2(x) is equal
to three.

We call the order of the function f(�) the maximal degree of the
polynomials fp(x); p 2 1 : n; regarding the variables xj; j 2 1 : n; i.e.

deg(f(x)) = max
p21:n

deg(fp(x)):

Consequently, the order of the function f(�), for example, written
above is equal to max(2; 3) = 3.

Let us rewrite the system (1) in equivalent form:

�
x= A(x)x (2)

The elements aij(x) of a matrixA(x)[n�n] are continuous polynomial
functions of x. Conversion (1) to (2) is not unique. It can be done
by an in�nite number of methods. Thus

aij(x) =
X

l1;l2;:::;ln2Ii

X
j

�ij(x) a
(i)
l1 ;l2;:::;ln

xl11 x
l2
2 :::x

lj�1
j :::xlnn

if lj � 1:We have the following correlation for the coe�cients �ij(x),
i, j 2 1 : n, for all x from some region D; 0 2 intD;X

j21:n

�ij(x) = 1; 8 i 2 1 : n:

We consider all possible continuous matrices A(x) whose elements
are polynomial functions of x for that the system (1) is equivalent to
the system (2) . We will denote the set of all such matrices by A.
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Theorem 1. In order that the domain D consisting from the whole
trajectories of the system (1), i.e. x(�; x0; t0) 2 D;x0 2 D; for all t >
t0 were a region of asymptotic stability it is necessary and su�cient
that there was such a matrix A(�) 2 A of the system (2) in the domain
D whose eigenvalues have negative real parts at any point x 2 D;x 6=
0:

Now turn to the problem of the center and focus.

Theorem 2. In order that the point 0 2 <n is a focus of the system
(1) with a right polynomial part f(�); f(x) 6= 0 for x 6= 0 it is necessary
and su�cient that there is such a continuous matrix A(�) 2 A of the
system (2) that all its eigenvalues at any point x; x 6= 0; from some
neighbourhood D of the origin, consisting from the whole trajectories,
have negative real parts and non-zero imaginary parts.

If, moreover, there is no a matrix A(�) 2 A of the system (2) with
negative real-valued eigenvalues at all points x 2 D;x 6= 0; then the
trajectories turn around the origin in�nitely often.

Theorem 3. In order that the point 0 = (0; 0) be a center for a
two-dimentional system (1) it is necessary and su�cient that there
is a matrix A(:) 2 A of the system (2) whose eigenvalues are non-
zero imaginary numbers in a neighbourhood S of the origin, where
f(x) 6= 0 for x 6= 0; x 2 S:

Let us turn to the question of �nding a stabilizing control.
Consider the following di�erential system

�
x= f(x; u); (3)

where x = (x1; x2; :::; xn) 2 <n is a phase vector, u = (u1; u2; :::; ur) 2
<r is a control, f(x; u) = (f1(x; u); f2(x; u); :::; fn(x; u))� is a vector-
polinimial of x and u with constant real-valued coe�cients, i.e.
fp(x; u) =X
l1;l2;:::;ln;m1 ;m2 ;:::;mr2Ip

a
(p)
l1;l2 ;:::;ln;m1;m2 ;:::;mr

xl11 x
l2
2 :::x

ln
n u

m1
1 um2

2 :::umr

r ;

p 2 1 : n; l1; l2; :::; ln;m1;m2; :::;mr are non-negative integers and

a
(p)
l1;l2;:::;ln;m1;m2;:::;mr

are real-valued numbers, Ip is a �nite set of indexes of the polynomial
fp(�):
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Let us assume that the zero-vector 0 = (0; 0; :::;0) 2 <n is a
solution of the system (3) for u = 0 2 <r:

Instead of the equation (3) we consider the equation

�
x= f(x; u) + '(u); (4)

where '(�) is a vector-polynomial '(u) = ('1(u); '2(u); :::; 'n(u))�

with the degree not greater than the degree of the function f(z) as a
function of z = (x; u);

'p(u) =
X

i1;i2;:::;ir2Mp

b
(p)
i1;i2;:::;ir

ui11 u
i2
2 :::u

ir
r ;

where p 2 1 : n and b
(p)
i1;i2;:::;ir

are constant real-valued numbers,
i1; i2; :::; ir are non-negative integers, Mp is a �nite set of indexes of
the polynomial 'p(:):

We �nd a stabilizing control u = u(x) in a form of a polynomial
in x:

Theorem 4. For any domain D; 0 2 intD, the vector-polynomials
u(�) and '(�) can be chosen such that
1) D is a region of asymptotic stability for the di�erential system (4);
2) the degree of u(x) does not exceed the degree of the vector-polyno-
mial f(x; u) as a function of x;
3) the degree of '(�) is not greater than the degree of the function f(�)
as a function of the variable z = (x; u):

Applications of a More for Less Result to Labour
Markets and to Auctions

Michael J. Ryan

Centre for Economic Policy, Hull University Business School,
University of Hull, United Kingdom,

e-mail: M.J.Ryan@hull.ac.uk

key words: linear programming, bidding, distribution
Introduction. In Ryan (2000a,b) I developed a general class of

more for less results pertaining to economies of scale and scope and
applied them respectively to regulation and merger related examples.
Here I consider another class of more for less results and specialize
them to labour markets and to auctions of ramp spaces at airports.
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A class of more for less results Consider an assignment prob-
lem in which: a) xij represent assignments of inputs i to outputs j;
b) ai > 0 represent availabilities of inputs i and bj > 0 represent
target quantities of outputs j; c) cijrepresents the net cost or bene�t
associated with a transformation of input i into output j (e.g. via
training i! j); d) R+

i , R
�
i and S+j , S

�
j measure potential shortages

and surpluses of inputs and outputs relative to ai and bj.
Then, associating unit penalties d+i , d

�
i and e+j , e

�
j with potential

shortages or surpluses respectively relative to available inputs ai and
to target outputs bj , the minimum cost assignment can be found via
(I):

Min
X
ij

cijxij +
X
i

d+i R
+
i +

X
i

d�i R
�
i Max

X
i

�iai +
X
j

�ibj

+
X
j

e+j S
+
j +

X
j

e�j S
�
j

st
X
j

xij +R+
i �R�i = ai (I) st �i + �j � cij (I)0

X
i

xij + S+j � S�j = bj � d�i � �i � d+j

xij; R
+
i ; R

�
i ; S

+
j ; S

�
j � 0 � e�j � �j � e+j :

Problem (I) is a linear program. Associating the dual variables
�i, �j with its constraints its dual is (I)

0. If cij � 0 all i; j and if all
d+i , d

�
i , e

+
j , e

�
j are non negative and su�ciently large relative to cij,

then (I) has a bounded optimal solution which, by the dual theorem,
is equal in value to the optimum to (I)0.

Notice that the dual variables �i, �j are unrestricted in sign. In
particular one or more may be negative. This suggests that overall
cost might be reduced by reducing one or more inputs i and/or out-
puts j. More subtly, it follows that, if �i+ �j < 0 for some non basic
route i; j, it will be possible to reduce overall cost by increasing input
of type i and output of type j. An example of that version of the phe-
nomenon, which was �rst recorded in Charnes and Klingman (1971)
and in Schwartz (1971), will be considered in the next Section. But
the principal focus here is on a related but di�erent class of results
which potentially stems from changes in magnitudes of one or more
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of the quantities d+i , d
�
i , e

+
j , e

�
j . With that perspective consider

Theorem 1:
Theorem 1. With notation as above and if: a) cij � 0 all i; j;

b) all d+i , d
�
i , e

+
j , e

�
j are non negative and su�ciently large relative

to cij to ensure that the solution to (II) is bounded and; c) c
0
ij � cij,

d+i
0 � d+i , d

�
i
0 � d�i , e

+
j
0 � e�j , e

0
j � e�j at least one cij, d

+
i , d

�
i , e

+
j ,

e�j , then:

Min
X
ij

cijxij +
X
i

d+i R
+
i +

X
i

d�i R
�

i � Min
X
ij

c0ijxij +
X
i

d+i
0R+

i

+
X
j

e+j S
+
j +

X
j

e�j S
�

j +
X
i

d�i
0R�

i +
X
j

e+j
0S+j +

X
j

e�j
0S�j

X
j

xij + R+
i �R�

i = ai (I)
X
j

xij +R+
i � R�

i = ai (Ia)

X
i

xij + S+j � S�j = bj
X
i

xij + S+j � S�j = bj

xij;R
+
i ;R

�

i ; S
+
j ; S

�

j � 0 xij; R
+
i ;R

�

i ; S
+
j ; S

�

j � 0:

Proof. The proof is in two parts: First, a feasible solution exists
to (I). (Consider Ri = ai, Sj = bj all i; j). And, from the assumption
that all d+i , d

�
i , e

+
j , e

�
j are non negative and su�ciently large relative

to cij � 0 to ensure that the solution to (II) is bounded, together with
the dual theorem, it follows that a bounded optimum exists to (I).
Second; an optimal solution to (I) is a feasible but not necessarily an
optimal solution to (Ia).

Since (Ia) is a linear program it generates a dual, (Ia)'. Since that
dual is isomorphic with (I)0 for clarity dual variables �

i
, and �i are

associated with the constraints of (Ia). The dual theorem together
with Theorem 1 then implies:

Max
X
i

�iai +
X
j

�ibj � Max
X
i

�
i
ai +

X
j

�ibj

st �i + �j � cij (I)0 st �
i
+ �j � cij (Ia)0

�d�i � �i � d+j � d�i � �
i
� d+j

�e�j � �j � e+j � e�j � �j � e+j :
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A labour market application. Assume that ai represent avail-
able workers with skills i, bj represent required workers with skills
j and cij � 0 represent unit costs (if any) of transforming i into
j. Then (I) determines the minimum cost reskilling plan. In that
context d�i , e

�
j would represent costs associated with hiring rather

than reskilling additional workers with skills i, j and d+i , e
+
j would

represent the unit costs associated with shortages. An example will
illustrate one kind of application of Theorem 1. Tableau 1 illustrates
how information in (I) or (Ia) can be arranged into a Tableau format
if optimallyR+

i = R�i = S+j = S�j = 0 all i; j (as will be assumed for
this example). Tableau 2 illustrates an optimal solution to (I) for a
case in which there are two labour markets, one with skills i = 1; 2;
j = 1; 2, and the other with skills i = 3, j = 3 all i, j in e�ect sep-
arated by arbitrarily large values for cij except for transformations
within those markets. (Such large weights might for example rep-
resent union induced demarcations.). Tableau 3 illustrates optimal
solutions to (Ia) in which labour markets have been liberalised so
that in principle workers of any of skills i = 1; 2; 3 may be retrained
to any of skills j = 1; 2; 3:
c11 c12 c13 6 5 M

x11 x12 x13 a1 4 2 a1 = 6
c21 c22 c23 4 2 M

x21 x22 x23 a2 10 a2 = 10
c31 c32 c33 M M 7

x31 x32 x33 a3 9 a3 = 9

b1 b2 b3 b1 = 4 b2 = 12 b3 = 9
Tableau 1 Tableau 2

6 5 15
6 a1 = 6

4 2 5
6 4 a2 = 10 + �

1 6 7
4 5 a3 = 9

b1 = 4 + � b2 = 12 b3 = 9
Tableau 3

The reader can easily con�rm that there is a cost reduction from
a total of 117 to a total 101 in moving from Tableau 2 to Tableau 3,
in line with the prediction of Theorem 1. The reader can also verify
that, with reference to Tableau 3, values consistent with optimality
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of (Ia)0 are: �1 = 0, �2 = �3, �3 = �1, �1 = 2, �2 = 5, �3 = 8. [As
promised Tableau 2 also illustrates the more for less paradox since
�2 + �1 = �1 < 0. If supplies of skill 2 and demands for skill 1
are both increased by up to � = 5 units the reskilling cost could be
reduced by �1�. Whether or not the overall cost could or would be
reduced would depend on the corresponding values of d�1 and e�2 .]

Notice, too, that, via successive applications of Theorem 1, suc-
cessive embedding of labour markets within larger ones would poten-
tially promise corresponding cuts in reskilling costs.

An auction related application. Assuming that i = 1; 2; : : : ; n
represent objects in an auction and j = 1; 2; : : : ;m represent classes
of bidders for those objects via individual bids vij, then the maximum
proceeds from that auction may be represented as the solution to the
following linear program:

Max
P

ij vijxijP
j xij � aiP
i xij � bj
xij � 0:

(II)

The structure of (II) is a variant of (I) for which: a) cij � 0 all i,
j; b) R�i = 0, S�j = 0 all i; j as if via su�ciently large values of d�i ,

e�j . That in turn suggests consideration of circumstances in which
a variant of Theorem 1 might yield useful auction related interpre-
tations and predictions. With such possibilities in prospect consider
Theorem 2:

Theorem 2. With notation as above and if vij � 0 all i, j, if
all d+i , d

�
i , e

+
j , e

�
j are non negative and if also c0ij � cij, d

+
i
0 � d+i ,

d�i
0 � d�i , e

+
j
0 � e�j , e

0
j � e�j at least one cij ,d

+
i , d

�
i , e

+
j , e

�
j , then:

Max
X
ij

vijxij �
X
i

d+i R
+
i �

X
i

d�i R
�

i � Max
X
ij

v0ijxij �
X
i

d+i
0R+

i �

�
X
j

e+j S
+
j �

X
j

e�j S
�

j

X
i

d�i
0R�

i �
X
j

e+j
0S+j �

X
j

e�j
0S�j

X
j

xij + R+
i �R�

i = ai (III)
X
j

xij + R+
i �R�

i = ai (IIIa)

X
i

xij + S+j � S�j = bj
X
i

xij + S+j � S�j = bj

xij;R
+
i ;R

�

i ; S
+
j ; S

�

j � 0 xij;R
+
i ;R

�

i ; S
+
j ; S

�

j � 0:
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Proof. Similar to Theorem 1
Remarks. As they stand (III) and/or (IIIa) might have un-

bounded solutions. Upper bounds could easily be imposed if neces-
sary by adding constraints so that quantitiesR�i , S

�
j could not exceed

exogenously designated levels which might for example correspond to
available quantities of additional input, R�i , of type i.

Corollary. Theorem 2 implies that, even if v0ij = vij all i, j, the
proceeds of an auction corresponding to an optimal solution to (III)
might be increased as if via an optimal solution to (IIIa).

To illustrate this case consider a stylised interpretation with refer-
ence to the allocation of parking slots to aircraft at airports. For that
purpose assume that, for a representative period, qualities of access
to parking for aircraft are made up of various classes of ramp access
i = 1; 2 : : : ; n, where xij is the number of users of class j = 1; 2 : : : ;m
allocated to ramp i plus apron parking, which is the residual, i.e. S+j
for class of user j. Assume further that parking fees vij are ramp and
user contingent and that the airport is subject to nonnegative unit
penalties d+i , d

�
i , e

+
j , e

�
j if under/over booking ramps or under/over

admitting bidders for their use. In that case Theorem 2 predicts that
in general, if any of these latter penalties is positive in (III), then a
reduction or removal of it may lead to an increase in overall revenue
to the airport as if via (IIIa). This result would hold a fortiori if that
reduction was su�cient to ensure a negative value for one or more of
quantities d+i , d

�
i , e

+
j , e

�
j . [For example the airport might move from

free apron parking to charging a fee for apron parking.]
Conclusion. In this paper a class of more for less results has

been presented with applications to labour markets and to auctions.
I conclude by noting that analogous results may easily be generated
for more inclusive classes of cases. Speci�cally: the labour market
application might be extended to include cases where skills may op-
timally remain unemployed or jobs optimally remain un�lled (via
correspondingly positive values for R+

i , S
+
j ) and/or in which addi-

tional jobs may be acquired and/or additional applicants acquired in
accordance with optimally positive values for R�i , S

�
j in (III) and/

or (IIIa).
With reference to auctions the example considered here corre-

sponds to just one relatively simple class of auctions which can be
represented via linear programs. But in principle any class of auc-
tion which can be represented by means of a linear program with
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weak inequality constraints | such as models P3 or P4 in Section
3 of Bikhchandani and Ostroy (2002), or speci�cally with reference
to airport time slot allocation in Rassenti, Smith and Bul�n (1982)
- can be embedded in a more comprehensive system analogous to
(III) and (IIIa). In that way any such program is potentially open
to a more for less result for that class of auctions analogous to that
stemming from Theorem 2 and an auction related interpretation with
reference to program (II). Finally attention has been con�ned here to
linear programming representations. Analogous results can readily
be obtained for nonlinear cases too.
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Asymptotic Long-time Behavior of Solutions of
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In this paper, a quasilinear parabolic equation is stud-
ied. The behavior of solutions of the Cauchy problem for the
equation reminds solutions' behavior of di�erence-di�erential
analogue of the shock-wave equation and velocity formulas of
wave solution for these cases are similar. O.A. Olejnik and
A.M. Iljin studied di�erent quasilinear parabolic equation with
di�erent viscous coe�cient. Velocity formulas of wave solu-
tions for these cases are di�erent but asymptotic behavior is
similar.

Formula of wave solutions velocity is found for the quasi-
linear parabolic equation. Theorem about necessary and su�-
cient condition of wave solution existence is proved for the
equation. Estimates for wave solutions of the equation is
found. Theorem about asymptotic long-term behavior of solu-
tions of the Cauchy problem for the equation under bounded
measurable initial function and some conditions is proved.
The asymptotic long-term behavior of solutions of this Cauchy
problem looks like a wave solution of the equation.

The shock wave equation

@u

@t
+ '(u)

@u

@x
= 0 (1)

and equation
@u

@t
+ '(u)

@u

@x
= "

@2u

@x2
; (2)

which is obtained from equation (1) by adding "
@2u

@x2
to the right-

hand side, were investigated in [1]. The addition was called arti�cial
viscous.

?The �nancial support of the RFBR (the project 02-01-00854).
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The velocity formula, the condition of wave solution existence and
asymptotic long-term behavior of the Cauchy problem for equation
(2) were found in [2].

The paper [3] is devoted to investigation of di�erence-di�erential
equation

@u(x; t)

@t
+ '(u(x; t))

u(x; t)� u(x� �; t)

�
= 0 (3)

with an arbitrary step � . This equation is di�erence-di�erential
analogue of (1). velocity c of a wave solution of equation (3) with
overfall from u� to u+ satisfy the following equality:

1

c
=

1

u+ � u�

Z u+

u�

du

'(u)
:

It was noted that at �rst sight the equation (1) seems to be similar
to the equation (3), whose solutions behave quite di�erently.

In reality, the behavior of trajectories of the di�erence-di�erential
equation (3) reminds one of the behavior of solution of the Burger's
equation (2) but velocity formulas of wave solution for these cases
were quite di�erent.

A quasilinear parabolic equation

@u

@t
+ '(u)

@u

@x
= "'(u)

@2u

@x2
; " > 0; (4)

is of interest. It is obtained from equation (2) by multiply viscous by
'(u).

In the present paper, we investigate this equation and obtaine
a wave solution velocity formula for it. The wave solution velocity
formula looks like a wave solution velocity formula for the di�erence-
di�erential equations system (3). Theorem about necessary and su�-
cient condition of wave solution existence is proved for the equation.
Estimates for wave solutions of the equation are found. Theorem
about asymptotic long-term behavior of solutions of the Cauchy prob-
lem for the equation under bounded measurable initial function and
some conditions was proved. The asymptotic long-term behavior of
solutions of this Cauchy problem looks like a wave solution of the
equation.

Let us consider the Cauchy problem for quasilinear parabolic
equation (4) under initial conditions

ujt=0 = u0(x); (5)
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where u0(x) is bounded and measurable function, one has u0(x)! u+
as x! +1 and u0(x)! u� as x!�1.

A special solution of (4) is called a wave solution with overfall
from u� to u+ if u"(x; t) = eu"(s), s = x� ct� d , where velocity c of
the wave depends on asymptotic values

eu"(s)! u+ as s! +1 and eu"(s) ! u� as s!�1: (6)

Assume that '(u) is continuous and is larger than a positive con-
stant.

Let us introduce a function:

K(u) =
1

u� u�

Z u

u�

du

'(u)
:

Theorem 1. Let u� < u+. A wave solution eu"(s) of equation
(4) with overfall from u� to u+ exists if and only if c = 1=K(u+),
K(u) < K(u+) for all u 2 (u�;u+). Any other wave solution of (4)
with overfall from u� to u+ takes a form eu"(s� d) for some constant
d.

Moreover, if 1n'(u�) < K(u+) < 1n'(u+) then jeu"�u� j �Me�s

and jeu" � u+j �Me��s, where M and � are constants.
Theorem 2. Let u� < u+, K(u) < K(u+) for all u 2 (u�;u+),

1n'(u�) < K(u+) < 1n'(u+) , integralsZ 0

�1
(u0 � u�)dx and

Z +1

0

(u0 � u+)dx

exist. A solution u"(x; t) of the problem (4) under initial condition
(5) uniformly by x converges to a wave solution eu"(x � ct � d) as
t!1, where c = 1=K(u+) and d is a constant.

Remark. Let u� > u+. Statements of the theorems are ful�lled
if K(u) > K(u+) for all u 2 (u�;u+), 1n'(u+) < K(u+) < 1n'(u�)
instead of K(u) < K(u+) for all u 2 (u�;u+), 1n'(u�) < K(u+) <
1n'(u+).
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Application of Graph Theory to the Task of
Estimation of Goal Importance Coe�cients

I.F. Shahnov

Computing Centre of RAS, Moscow

The task of �nding coe�cients of objects' importance based on
the paired comparison in di�erent settings has been widely discussed
in national and international literature. However, till recent time only
case of results of paired comparisons expressed as accurate numbers,
i.e. \point" estimations, was investigated. The most popular and
widely used method of such matrices processing is T. Saati method,
which suggests to use adequate components of the eigenvector (cor-
responding the maximal eigenvalue) of a matrix composed of point
results of paired comparison as objects' importance coe�cients. From
the methodological point of view, T. Saati model performs the trans-
ference of the Berge model for solution of \round tournament leader"
task, which considers results of paired comparisons expressed using
the ternary scale with gradation \better", \worse", \equal", to the
case of results of every paired comparison are expressed by �gure
demonstrating \how many times one object is more important than
other" [1]. The models used in these methods are phenomenological.
Importance coe�cients or \iterated powers" of objects mentioned in
these models are rather assistants for ranging considered objects, than
expressions of actual quantitative degree of superiority (importance)
of objects. In our opinion, the approach described further, suitable
both for interval and point results of objects' paired comparison, is
more natural [2].
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Statement of the task. We consider the �nite aggregate of
objects Y1, Y2; : : : ; Yn, di�erent by the degree of expression of char-
acteristic C, in which we are interested. We use yi to name the degree
of expression of Yi object's characteristic C. We assume that results
of paired comparison of objects Yi and Yj related to the expression of
characteristic C are presented by the interval numerical estimations:

aji � yiy
�1
j � a�1ij ; aij; aji � 0; i; j = 1; n; i 6= j: (1)

It is needed to develop the method of �nding points estimations

y�1 ; y
�
2 ; : : : ; y

�
n

of the degree of expression of characteristic C of objects Y1; Y2; : : : ; Yn
based on inequalities (1). At the same time it is desirable to reduce
to the reasonable minimum subjective elements introduced to the
suggested method.

Method of task solution Matrix jjaijjj by de�nition is called
consistent, if system of inequalities (1) has at least one solution. The
aggregate of solutions of system (1), if they exist, forms in the positive
orthant IRn of n-dimensional space of variables y1; : : : ; yn some cone
L. Every ray, emerging from the point of origin and belonging to
the cone L, is a solution for system (1). Let's assume that matrix
jjaijjj is consistent. In this case the problem is to select the ray
y� from the cone L. In this paper we suggest to accept \central"
ray of cone L as a desired solution. We call central the ray which
results from the limit of uniform approaches of all boundaries of the
cone L. We suggest to execute this process through narrowing of
intervals (1) (under conditions, that matrix jjaijjj stays consistent) by
uniform closing in of the ends of these intervals. If the initialmatrix of
interval estimations jjaijjj is inconsistent, then we will start with the
simultaneous uniform expansion of all intervals until matrix jja0ijjj
will become consistent. Then for the consistent matrix jja0ijjj the
central ray of thus acquired cone L0 will be found, which is the desired
solution y� for the initial matrix. In practice �nding central ray is
added up to well-known standard task of graph theory: computing
matrices of maximal weights of ways in the oriented weighted graphs.

Conclusion The suggested method has a number of advantages.
We will describe some of them.

1. If the initial matrix of estimations jjaijjj, as it often happens
in practice, is inconsistent, then the desirable solution y� could ex-
ist only after some corrections of values of at least some elements of
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this matrix. During the process of de�ning central ray in this case
we automatically �nd both those absolute estimations that cause the
matrix jjaijjj inconsistence and the value of minimal needed correc-
tion. This advantage is estimated as rather signi�cant characteristic
during the work with experts, de�ning intervals (1) and permissibility
of every correction.

2. Very often it is di�cult for experts to describe the results of
paired comparison with numerical scale. In this case normally the
scale of ranked qualitative gradations of the degree of expression of
studied characteristic. Then every gradation is given the quantitative
value, i.e. we construct the quantitative scale used for de�ning cor-
responding point and interval estimations (1). Thus it is extremely
important to de�ne in every case the dependence of aggregate results
produced by di�erent methods on the used quantitative scale. It ap-
pears, that results of ranking objects according Berge and T. Saati
methods are invariant only for the multiplication of the used quan-
titative scale by positive constant value, in case of ranking objects
using the method of central ray is invariant for the wider spectrum
of transformations | for every positive exponential transformation
of initial quantitative scale.

In conclusion we should mention that the described method could
be used in the case of point estimations without any changes and
possesses the same advantages.
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An idealized conceptual model of Life Support System (LSS) is
discussed. LSS is treated as Decision Support System (DSS) that sup-
ports living activities (survival) of population of organisms. Living
conditions of the given population are assessed using integral indica-
tors of Quality of Life (QoL) [1]. DSS is a management system, which
can be treated as a control system with a feedback loop. Problem of
QoL management is posed in these terms as control stable in sense
of Lagrange-Poincar�e [4].

Let us consider a living system (LS), or biosystem, as a dynamic
system. Let the system be described at any instant of time t within
an interval a < t < b by means of p parameters x(1); x(2); : : : ; x(p)

that are time-dependent components of p-vector function x = x(t).
The function is the phase trajectory of the dynamic system within
phase (state) space of the system.

Let y(1); y(2); : : : ; y(n) be a set of time-dependent data obtained
by means of observations of the LS due to monitoring process pro-
viding n-vector function y = y(t). It is assumed that there exist a
data generation model y = g(x) so the data y(1); y(2); : : : ; y(n) are
dependent on x(1); x(2); : : : ; x(p). Assuming the function y = g(x) is
known, and using the available set of data (y = y(t); t � T ), and
the state parameters x = x(t) for t � T , where T 2 (a; b) is a given
time instant, can be assessed using a relevant assessment technique
providing a pseudo-inverse x̂= g+(y) for the data generation model
g(x).

?The study was supported by Russian Foundation for Basic Research (project
RFBR 04-01-00401-a) and by Swiss National Science Foundation (SCOPE 2000-
2003 Institutional Partnership 7IP 065730). Databases used were provided by
Russian Federal Center of SANEPIDNADZOR and by MINPRIRODA.
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Let u = u(t); a < t < b, be an optional control issued by a control
unit of the life support system, and let x+ = f(x�; u+) be a forecast
of the future states x+ of the living system under the optimally chosen
optional control u+. Let q(u+; x+) be a set of integral indicators of
quality of life of the living system in the future under the chosen
optional control u+.

A rather general conceptual model of a life support system (LSS)
of a living system (LS) can be depicted as a feedback loop control
system comprising four interconnected blocks.

The main block is a Living System (LS) and it is an object of
management. Future states x+ of dynamics, or development, of the
LS depend on the state x of the LS and the chosen control u. This
dependence is described within dynamical model of the LS controlled
(supported, managed) x+ = f(x�; u). The model is based on a priori
expert knowledge related to the LS.

Control Unit of the Life Supporting System has goals of control,
or Quality of Life Criteria q(u; x), that are being optimized over a set
of optional controls (u) taking into account the available data y on
the assessments g+(y) of the state x of the developing Living System,
which is controlled (supported, managed).

Monitoring of the Living Systemmaps development dynamics x =
x(t) of the LS into the available observed data y concerning the LS.
This mapping is described by means of the data generation model,
y = g(x). It is based on a priori expert knowledge on the methods
and techniques used to monitor (observe) the LS dynamics.

Development dynamics assessment is made using the available
data y. The assessment technique is based on the data generation
model as its generalized pseudo-inverse x = g+(y).

The four blocks are connected with arrows depicting the following
four information 
ows: dynamics x = x(t) of LS development, or LS
evolution, available data y = y(t), estimates x of dynamics x = x(t)
from the data observed y = y(t), and chosen control u = u(t).

The LS is being managed, or supported, in a sustainable way if
trajectory of its development is remaining within its `eco-niche'. This
means that a relevant Life Support System, treated as a dynamical
control system, provides for the living system stability. Here stability
is meant in the sense of Lagrange as de�ned by Poincar�e (1892-1899).
The boundary of eco-niche is a set of the extreme conditions, or states
of the biosystem in between life and death.

The ideas are illustrated with real examples of monitoring and
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management activities of Russian Federal bodies.
One example is related to social-hygienic monitoring of quality

(contamination) of the main groups of food products in Russian re-
gions [2] as maintained by Sanitary Epidemiological Surveillance of
the RF Ministry of Public Health (SANEPIDNADZOR). Various
methods were used to compute integral indicators to rank a set of
main food products according to indicated concentrations of various
contaminants in the food products. In particular, Pareto slicing tech-
nique and singular value decomposition of data matrix (contaminant
vs. food product) were used. The obtained results were found to be
in accordance with each other.

The other example is conservation and protection of rare (endan-
gered, extinct) species of animals, plants and mushrooms [3] as main-
tained by the RF Ministry of Natural Resources (MINPRIRODA). A
system of indices was developed to support decisions on conservation
of rare and extinct species listed in the `Red Book' of Russian Federa-
tion. The system is based on expert estimates of the species biological
condition, social-economical signi�cance of the species, cumulative
factor of hazards, and a set of necessary and su�cient conditions for
recreation of the species. A set of integral indicators developed using
the system of indices allows to assess extent of hazards for each given
species. The quantitative criteria support decision making process of
risk assessment and risk management related to the `Red Book' of
Russian Federation.

The integral indicators developed in these applications can be
used for related DSS in Russia on Federal and Regional levels.
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Games Theory Teaching Through Computer
Games

Vladimir Shelomovsky

Murmansk, Russia

The present work is connected with the creation of a series of
training computer games simplifying the process of teaching of the
elementary games theory. It is supposed that the student at �rst
gets acquainted with the computer game as an amusing adventure.
He takes some actions targeted at controlling the objects of the game.
He sends the beavers to work on allotments, directs the vessel to an
unknown island through the storming sea, shoots at the hidden wolf
and so on. Shortly he �nds out that the computer wins the game
with a considerable advantage, while the neighbor player who knows
the theory of games, is capable of winning the game under the same
conditions. That is how the interest and understanding of expediency
of studying the theory and the opportunity of realizing theoretical
provisions in practice occur. In such conditions not only a student
but even a schoolboy is capable of understanding the mathematics of
the games theory.

At present three games appropriate to the following sections of
the theory of antagonistic matrix games have been created: one-
step game with complete information (\Beavers"); multistep game
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with complete information (\Cats' mice"); multistep game with non-
complete information (\Rescue of the Wolf").

The games can be created at two levels. Currently only the level
at which the computer knows optimumstrategy and exploits only this
strategy, without reacting on the rival's actions has been realized. A
more di�cult level, on which the computer studies actions of the rival
and changes its strategy optimally against the rival's real strategy has
not been realized till now.

The programming of game is connected with splitting of mathe-
matical accounts into two parts. That part of a task, which is neces-
sary for creation of a payment matrix, is carried out with a mathe-
matical package Maple. The constructed decision as a set of optimum
strategy includes the list of active strategy and list of probabilities
of application of this strategy. The found decisions are transferred in
Flash program, which allows conveniently creating short videos and
buttons. This program at realization of game works as follows. Af-
ter the player chooses the game type, the computer stores the whole
package of optimum strategy of the given game in operative memory.
Then the computer plays, choosing active strategy with the help of
random numbers.

Let us dwell on the actions of the computer in one-step game
\Beavers" with the complete information. There are two partici-
pants, a player, sitting at the computer, and the computer. Each
of them has in submission some objects. In the beginning of game
the player arbitrary de�nes the number of objects for itself and for
the computer, and also the number of rounds of game. The com-
puter expects starting \capital" by multiplication of the game value
for number of rounds. The values of all allowable games previously
are designed and are stored in the memory. Each round occurs so.
The player determines the number Beavers, sent by him to the �rst
allotment. Others are directed to second. The computer distributes
native Beavers to allotments. It causes the next random number and
depending on it chooses strategy from among active. Further com-
puter makes the analysis of a situation, deduces on a board result of
a round and �nal sum of glasses. Gained game is considered at which
the �nal number of glasses will appear more. The payment matrix of
this game is close to a matrix of known game of the colonel Blotto,
but di�ers from not by marks. In result, the game does not degener-
ate at the large number of objects. The meanings of the game value
and probability of active strategy for 22 realized games are given in
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the table.
Beavers game probability of active probability of active
ratio value strategy 1 gamer strategy 1 gamer

1 7:6 2 0-0-2-1-1-2-0-0 0-0-1-1-1-0-0

2 7:5 25/12 0-5-0-1-1-0-5-0 0-7-5-5-7-0
3 7:4 24/11 0-10-0-1-1-0-10-0 4-7-0-7-4
4 7:3 1.9 2-2-1-0-0-1-2-2 4-1-1-4

5 6:5 1.7 0-3-2-0-2-3-0 0-1-4-4-1-0
6 6:4 2 0-2-0-1-0-2-0 0-1-0-1-0
7 6:3 17/9 2-2-0-1-0-2-2 7-2-2-7

8 5:4 11/7 0-5-2-2-5-0 0-2-3-2-0
9 5:3 31/18 4-4-1-1-4-4 4-5-5-4
10 4:3 3/2 0-1-0-1-0 0-1-1-0

Let's dwell on the actions of the computer multistep-by-step ma-
trix game with the complete information (\Cats - mice"| analogue
of popular game \a stone - scissors - paper ". The player and com-
puter form teams \CaE" | cat and elephants and \MoD" | mouse
and dog with allowable number of objects up to 19 each types. The
player has a team in structure m1 of mice and m2 of dogs, com-
puter | team from n1 of the cats and n2 of the elephants (or on
the contrary). On each step of game each of the gamers chooses the
representative for a duel. As a result of this duel one of two cho-
sen representatives is \eliminated", according to the following rules:
a dog > cat > mouse > Elephant > dog. The player - fan (ama-
teur) has in the team two additional objects | \cheburashka", which
puts out of action any object of the opponent, but thus leaves also
itself. The game proceeds so long as in submission of one of the
players the objects only of one type will not stay. Each position is
determined by set of four numbers P = P (m1;m2; n1; n2). Let's
designate value of game V (m1;m2; n1; n2). The terminal positions
have the following value: V (m1;m2; n1; 0) = V (m1;m2; 0; n2) = 1,
V (m1; 0; n2; n1) = V (0;m2; n1; n2) = �1, wherem1,m2, n1, n2 > 0,
that is the value of game at a victory of the player is equal 1, and at
a victory of the computer is equal (�1). Pure strategy of the player
is the choice for a duel of the mouse or dog. Pure strategy of the
computer is the choice for a duel the cat or elephant. The mixed
strategy of the computer is pair (pk; 1� pk) probabilities of a choice
for a duel on k-step the cat (pk) and elephant (probability 1 � pk).
The player collects the team, and the computer o�ers �ve variants of
equivalent structure of the team. In memory of the computer there
is for this purpose 4- dimension matrix of the values of game with
number of elements 194, designed previously in the program Maple
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by recurrence relation: V (m1;m2; n1; n2) =�
V (m1 � 1; m2; n1; n2) � V (m1; m2 � 1; n1; n2)

�V (m1;m2; n1 � 1; n2) � V (m1;m2; n1; n2 � 1)

�
�

�

�
V (m1 � 1;m2; n1; n2) + V (m1;m2 � 1; n1; n2)�

V (m1;m2; n1 � 1; n2)� V (m1;m2; n1; n2 � 1)

��1
:

Actually, the computer on given m1, m2 solves the equation

V (m1;m2; n1; n2) = 0

and o�ers some decisions of this equation. Game further begins, and
probability of application of the �rst active strategy pk the computer
determines by ratio, following from a Bellman principle because the
strategy are completely mixed:

pk =
V (m1;m2; n1; n2)� V (m1;m2; n1; n2 � 1)

V (m1 � 1;m2; n1; n2)� V (m1;m2; n1; n2 � 1)
:

Let's dwell on the actions of the computer multistep-by-step ma-
trix game with the incomplete information \Rescue the Wolf". The
player can play for any of following pair: Rabbit, armed by the auto-
matic device with some number mount and Wolf with some number
Chinese wire-armored 
ameproof clothing. The poor Wolf disappears
behind a chain of stones, extreme of which is close to his house, in
which the beautiful Wolfs Wife waits, being poured by tears. Rab-
bit �nds out the Wolf after each shot on plaintive shouts and acting
shivering tail, but while he overcharge a gun, Wolf can move on the
stipulated number of stones (by default n = 2) in any direction.
Rabbit can shoot at any stone or give a single shot. At each hit
wire-armored clothing is fall to pieces Rabbit wins, if the Wolf has
not reached houses, and at him wire-armored clothing has come to
the end. The wolf wins, if Rabbit's mount come to the end or if the
Wolf has reached houses. The matrix for each step of game has di-
mension (2n+2)(2n+1) and its elements are determined by game in
each position, in which the game after a shot can proceed. If up to a
shot at Rabbit's number mount i, at the Wolf number wire-armored
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clothing j, and the Wolf was behind a stone with number k, after a
shot battle the number of Rabbit's mount decreases on 1. If Rabbit
shoots at that stone, behind which the Wolf disappears, the Wolf's
number wire-armored clothing decreases on 1. Number of a stone,
behind which the Wolf disappears, changes according to moving the
Wolf. The functional equation of game is:

Vi;j;k = V al2
6666664

Vi�1;j�1;k�2 Vi�1;j;k�1 Vi�1;j;k Vi�1;j;k+1 Vi�1;j;k+2
Vi�1;j�1;k�2 Vi�1;j�1;k�1 Vi�1;j;k Vi�1;j;k+1 Vi�1;j;k+2
Vi�1;j�1;k�2 Vi�1;j;k�1 Vi�1;j�1;k Vi�1;j;k+1 Vi�1;j;k+2
Vi�1;j�1;k�2 Vi�1;j;k�1 Vi�1;j;k Vi�1;j�1;k+1 Vi�1;j;k+2
Vi�1;j�1;k�2 Vi�1;j;k�1 Vi�1;j;k Vi�1;j;k+1 Vi�1;j�1;k+2
Vi;j;k�2 Vi;j;k�1 Vi;j;k Vi;j;k+1 Vi;j;k+2

3
7777775

The mixed strategy of Rabbit includes a vector of probabilities of
application of active strategy p of dimension (2n + 2), and Wolf |
vector of probabilities of dimension (2n + 1). The terminal prize of
Rabbit is equal 1, if j = 0 and (�1), if i = 0 or k = 0 (the Wolf has
arrived home). For the decision of game, the maximal meaning of
k is limited by K (di�erently number of the equations is beyond all
bounds great, as the Wolf can escape in in�nity and game basically
in�nite).

Two ways of reception of random numbers were investigated. In
the beginning the standard way of generation of random numbers
with the help of the built | in generator ActionScript was used.
Thus the generation of a random number occurs in process of need
that is at the moment, when the player already has made a course.
The sequences of similar numbers were analyzed by Kolmogorov's
criterion on conformity to their empirical function of distribution
and function of uniform distribution. The con�dential probability
has appeared low. We used another way of the control of sequences
of random numbers by results of a series of one-step-by-step games.
For this purpose consistently all active strategy of the player got
out. Then the modelling game about the large number of rounds
(200 - 400) and use equally one active strategy of the player was
carried out. Was typical �

p
n and critical �t(1�2�)

p
n Deviation from

equilibrium value. Size � received from distribution of probabilities
designed for the given strategy on a payment matrix. And at this
control of a deviation it appeared much more expected. The own
generator therefore was created on the basis of the created beforehand
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sequence from thousand �xed random numbers, and the input in a
sequence was carried out unitary at the moment of a beginning of
game. The point of an entrance is determined by a random number
certain generator ActionScript, which is connected to the moment
of generation of number and is not predicted. The di�erent ways of
construction of a sequence were investigated. Best, by two speci�ed
criteria the result is received at use of random numbers constructed
with the help of a Euler constant 0.5772 : : : The value of this number
from 10 000 marks after a point Paid o�. The random number were
determined as 0; nmk, where n, m, k are three of consecutive �gures
of Euler constant. Further numbers were united in groups till hundred
numbers, which \quality" was determined by Kolmogorov's criterion
at a level of con�dence more than 50 %. These hundreds numbers
make more, than half of possible numbers constructed by a described
way from Euler constant. For numbers \�"or \e" a share of such
numbers is less than 10%. The carried out research testi�es that the
computer plays `better', if random number to generate by the chosen
way.

It is planned that the created and being created games will make
an appendix to the textbook for the theory of games, however there
has been found no book of the good kind in Russia. The prototype
of the book is \The Theory of games" by L.A. Petrosyan and oth-
ers. Probably, such a basic book will be found abroad or it will be
written.

Evaluation of Power of Groups and Fractions in
the Russian Parliament (1994-2003) for

Constitutional Majority Decision Making Rule
A. Sokolova and N. Blagoveschensky

Institute of Control Science, Russia

In this paper, the problem of evaluation and the analysis of dis-
tribution of power is considered in the State Duma of the Russian
Federation for 1994-2003. At �rst glance, power of a party in a par-
liament directly depends on the number of its votes. To illustrate
that it is not quite so consider an example. Let the parliament con-
sisting of 99 seats be represented by 3 parties with votes of each party
equal to 33. A rule of decision-making is the simple majority, i.e., 50
votes. In this case, winning coalitions (which can enforce the deci-
sion without votes of other parties) are A+B, A+C, B+C, A+B+C,
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i.e., any party makes winning any two-party coalitions. Obviously, in
this example all parties have equal power. Now, if the distribution of
seats in the parliament has changed and parties A and B have now
48 votes each, and a party C has only 3 votes, then the winning coali-
tions remain the same, and the party C, despite of sharp decrease of
votes, makes winning the same number of coalitions as other parties.
Hence, the opportunity of all parties to in
uence an outcome of vot-
ing is still equal. The above example shows that the number of votes
cannot represent power of a party. Therefore, the power indices are
introduced to measure a degree of power of a party in a parliament
on the basis of number of coalitions which the party makes winning.

In this paper, Banzhaf power index (Banzhaf, 1965) is used to
study the Russian parliament. It is based on calculation of the share
of winning coalition, in which the party is pivotal, i.e., if this party
leaves this coalition then this coalition becomes a losing one (which
cannot enforce the decision without votes of other parties). The de-
pendence in the changes of index values is compared with respect to
political events during this period.

To track the dynamic of power change of each fraction during
one parliamentary term deputy groups were formed on the sixteenth
day of each month separately for each of three parliaments (1993,
1995, 1999). Further Banzhaf index was calculated using various
hypotheses about coalitions formation (Aleskerov at all, 2003).

Three qualitative scenarios of coalitions formation are considered,
one of which being considered as \real".

The results obtained �t well to the political events during this
period that con�rms adequacy of the suggested approach.
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Endogenous Formation of Political Structures and
Their Stability
Yulia Sosina
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This paper studies formation of political parties in the developing
democracy. The most of theoretical issues devoted to the problem
of political competition consider the political structure of the society
(i.e. number of parties and their preferences) as given exogenously.
However, the problem of formation of political structures is of special
interest for countries in transition.

One relevant paper in this area is Gomberg F., Marhuenda I.
(2000). In this work, authors consider a party as a unity of voters
and its program as a bliss-point of its median member. The main
di�erence of my work is the assumption that a payo� function of an
agent depends not only on the party's proposed policy, but also on
the party's size. Similar models were considered also in other areas of
knowledge. In particular, it is possible to draw analogy of our model
with models of horizontal product di�erentiation. Another similar
paper is by Alesina A., Spolaore E. (1995) who study the model of
forming of countries. But the conditions on stable structures (and
therefore the results) in these models are essentially di�erent from
mine because of the substantial features of the researched problems.

In this work I consider a game-theoretical model of endogenous
formation of parties. Players (agents) are voters distributed on the
one-dimension policy space X = [0; 1]. Every player has a unique
bliss-point in this space x 2 X, which corresponds to her policy
preference. The set of voters on the whole is characterized by the
continuous distribution function of bliss-points F (x) with density
function f (x). The political parties are formed endogenously as the
unities of voters. Every party i is characterized by its size ri and
political program pi that equals the median of the distribution of
bliss-points of agents belonging to this party. All voters choose \ra-
tionally", i.e. every agent belongs to the party that gives her the best
payo�. The voter's payo� function U (x; r; p) = r � �V (jp� xj) in-
creases proportionally to the size of the party and linearly (V (t) = t)
or quadratically (V (t) = t2) decreases in the distance between the
agent's bliss-point and the party's policy.
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The distribution of voters among parties is called Nash equilib-
rium if it is not pro�table for any agent to change its party a�liation
alone. I consider Nash equilibrium political structures. Any such
structure is a partition of the policy space in not intersecting inter-
vals (0; C1), (C1; C2) , : : : , (Cn�1; 1), where every party is associated
with a unique interval.

For this model with the uniform distribution of voters, I study
a problem of strong Nash equilibrium existence depending on the
type of a payo� function. Recall that Nash equilibrium is strong if
there is no coalition of agents (not necessary connected), such that
it is strongly pro�table for every member of the coalition to join and
create a new party.

I obtain necessary conditions on the system parameters (includ-
ing parameter � of the payo� function) for Nash equilibrium to be
a strong equilibrium. I prove that if the payo� function linearly de-
pends on the distance between the agent's bliss-point and the party's
policy (i.e. the marginal rate of substation of party's size by distance
between agent's bliss-point and party's policy is constant and equal
to �), then every Nash equilibrium is a strong equilibrium for � = 2.
If � < 2, then it is pro�table for agents to unite two neighboring
(i.e. with a common boundary agent) parties. If � > 2, then it is
pro�table for agents with bliss-points close to boundary to separate
into a small party where they would be closer to the median and the
distance between their bliss-point and the party's policy would be
smaller.

I also show that, if the payo� function is quadratic in the dis-
tance between the agent's bliss-point and the party's policy (i.e. the
marginal rate of substitution is proportional), then a strong Nash
equilibrium exists for every � � 8=3. Any Nash equilibrium is strong,
if 4

3n � � � 4n, where n � 2 is a number of parties in the Nash equi-
librium. Thus, in this case, the permissible number of parties for the
strong Nash equilibrium increases at parameter � that characterizes
the rate of substitution.

Thus, I show that the type of dependence of the agent's payo�
on the distance between the agent's bliss-point and the party's policy
signi�cantly a�ects to existence of the strong equilibrium political
structures and the number of parties in the equilibrium.

216



Game Theoretic Modelling of Taxation
Enterprises

Y.A.Stepanov and G.M.Solomakha

Tver State University, Russia

e-mail: p000300@tversu.ru

In the article for the chosen system of taxation enter-
prises the conceptual mathematical model as hierarchical dy-
namic game of government and enterprise is constructed and
researched. The gain of the government (as player-leader) is
analyzed in di�erent variants of information exchange about
strategies. Nash equilibrium points, Pareto optimal points,
strong Nash equilibrium points are calculated.

1. Basic thesises of model.

1) The enterprise is engaged in some kind of business.
2) Each period the enterprise pays to the government single tax.
3) The rate of the tax is constant during all periods of time under

consideration.
4) The object of the tax is value added of the enterprise.
5) The purpose of the enterprise is maximization of total value

added for all periods of time with discounting by choice of appropriate
strategy.

6) The purpose of the government is maximization of total tax
receipts for all periods of time with discounting by choice of tax rate.

2. Mathematical statement of the problem. Criterion of
the government :

FN (�; �u) =
X�1X
k=0

N (k; �; u(k)) �
�

1

1 + �

�k+1
�! max

�2[0;�]
; (1)

criterion of the enterprise:

FR(�u) =
X�1X
k=0

R(k; u(k)) �
�

1

1 + �

�k+1
�! max

�u2 �U(�)
; (2)

where k is a number of period, X is an amount of periods, � is arate
of the tax, N (k; �; u(k)) is sum of the tax, which the enterprise pays
in kth period, u(k) is a strategy of the enterprise in kth period, �u is
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a vector of strategies of the enterprise, �u = (u(0); :::; u(X� 1)); �U (�)
is a set of vectors of strategies for the enterprise, �U (�) = U (0; �) �
:::�U (X � 1; �); U (k; �) is a set of strategies of the enterprise in kth
period, R(k; u(k)) is value added of the enterprise in kth period, � is
a marginal tax rate, � � 1, �U (�) is a empty set 8� > �, � is a rate
of discounting, N (k; �; u(k)) = � �R(k; u(k)); k = 0; X � 1; FN (�; �u)
is total tax receipts for all periods of time with discounting, FR(�u) is
total value added for all periods of time with discounting.

3. Method of solution the problem. Let's search the solution
of the problem (1), (2) according to Stackelberg principle. In the
constructed hierarchical game the leading party is the government; it
sets for all periods of time under consideration a size of the tax rate,
proceeding from which the enterprise plans its activity.

The search of optimum strategies of the government and the en-
terprise is carried out stage by stage. At �rst, the problem of optimal
control of the enterprise in conditions of the �xed tax rate is solved.
Then �opt is calculated by maximization criterion function of the gov-
ernment with �uopt(�).

Stage 1.
Set of optimal vectors of strategies of the enterprise:

�U opt(�) =

�
�uopt(�) : FR(�u

opt(�)) = max
�u2 �U(�)

FR(�u)

�
:

Stage 2.
Set of tax rates, ensuring maximal tax receipts:

�opt =

�
�opt :

FN (�
opt; �uopt(�opt)) = max

�2[0;�]
FN (�; �u

opt(�)); 8�uopt(�) 2 �U opt(�)

�
:

Let's consider the case of the government is indi�erent, from the
point of view of its criterion, with what tax rate to use, that is the
capacity of set �opt is more than unit, it chooses tax rate, at which
the enterprise creates more added value.

Therefore, set of optimal tax rates:

�opt� =

�
�opt� :

FR(�u
opt(�opt� )) = max

�opt2�opt
FR(�u

opt(�opt)); 8�uopt(�) 2 �U opt(�)

�
:
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Thus, set of points�
(�opt� ; �uopt(�opt� )) : �opt� 2 �opt� ; �uopt(�opt� ) 2 �U opt(�opt� )

	
are solutions of hierarchical game, according to Stackelberg principle.

Theorem 1. For all points (�; �u), where � 2 [0; �] and �u 2
�U (�), it's true that FN (�

opt
� ; �uopt(�opt� )) � FN (�; �u)); where �

opt
� 2

�opt� ; �uopt(�opt� ) 2 �U opt(�opt� ).
Theorem 1 shows that the optimal strategy of the government re-

ceived according to Stackelberg principle, provides the greatest pos-
sible tax receipts. Hence, there is no necessity to enter information
exchange about strategies in the constructed hierarchical game (1),
(2), that is to consider all possible information expansions of initial
game (approach, o�ered by Y.B. Germeier), as the gain of player -
leader can not be improved.

Theorem 2. If �opt� 2 �opt� ; �uopt(�opt� ) 2 �U opt(�opt� ), then point
(�opt� ; �uopt(�opt� )) is Nash equilibrium.

Theorem 3. If �opt� 2 �opt� ; �uopt(�opt� ) 2 �U opt(�opt� ), then point
(�opt� ; �uopt(�opt� )) is Pareto optimum.

Theorem 4. If �opt� 2 �opt� ; �uopt(�opt� ) 2 �U opt(�opt� ), then point
(�opt� ; �uopt(�opt� )) is strong Nash equilibrium.

In the case of the government is interested not only in maxi-
mization of tax receipts, but also in increase of added value of the
enterprise (that is equivalent to increasing of gross domestic prod-
uct on macro-level), it is necessary, in addition, to consider following
two-criterion problem:

FN (�; �u
opt(�)) �! max

�2[0;�]
; (3)

FR(�u
opt(�)) �! max

�2[0;�]
; (4)

8�uopt(�) 2 �U opt(�).
The solution of the problem (3), (4) is set P� of Pareto optimal

tax rates.

Plans of Military Operation
V.T. Tarushkin , L.T. Tarushkina and A.V. Yurkov

St. Petersburg State University, Russia

e-mail: Tar@VT8480.spb.edu
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key words: military operation plans
On the basis of A.N. Kolmogorov's axioms [1, 2] we construct the

discret fuzzy probability theory, which is applied to the planning of
military operations. As an example we study the plan and realization
of the operation \Iskra" on breaking the blokade of the Leningrad (12
- 18 January, 1943) by Leningrad's and Volhov's fronts. We conseder
consequense of events 
12; :::;
18, which were on the Leningrad's
front (
i is event of ith of January ). Thus, we determine 
12 =

12
86�
12

136�
12
208�
12

45, where certain events 

12
86 = f!1; !2g, 
12

136 =
f!3; !4g;
12

286 = f!5; !6g;
12
45 = f!7; !8g are the attacks of the V.A.

Trubachev's 86th division, of the V.P. Simonyak's 136th division, of
the Borshscov's 286th division, of the Krasnov's 45th guard division
of the 67th army of the Leningrad's front on the line front of the 18th
German army on the left side of the Neva river. (The attack of the
2nd strike army of the Volhov's front is formalized according).

Let L = f0; F; 1g be linear ordering set with fuzzy element F
(0 < F < 1, where F , possible, is not number).

From all fuzzy random events A 2 �(
ij), �(

i
j) (i = 12, j = 86,

136, 208, 45) with membership fuction �A : 
ij ! L, in the �rst day

there were realizations: A12
136 = f!3g - succesful attack of Simonyak's

division, A12
286 = f(!5; F )g - party succesful attack of the Borsh-

chov's division, B12
86 = f!2g - not succesful attack of the Trubachov's

division, B12
45 = f!8g - not succesful attack of the Krasnov's divi-

sion. Fuzzy random value X12 : (
12; �(
12)) ! (R; �(R)), which
describes the movment of the divisions on 12 January is given as
followis [3]: 136 division 3 - 4 kilometers, 286 division 3 kilometrs,
86 and 45 divisions are not advanced. Here (
12; �(
12)) is fuzzy
measure of space, (R; �(R)) is classic measure of space (Borel's line),
�(
12) = �(
12

86)� �(
12
86)� �(
12

136)� �(
12
268)� �(
12

45) is a class of
fuzzy sets. Volhov's front had moved toward the Leningrad's front on
the 3 kilometers. The distance between fronts is equal to 14 kilometrs.
Time of operation \Iskra" is 7 days. Middle velocity of movment of
fronts is 1 km per day = EX12 = :::: = EX18 = EY 12 = :::::: =
EY 18 = ( Y i - for Volhov's front). Variance for Simonyak's division
is 4 < (X12 � EX12)2 < 9. This shows hight level of the military
mastery.
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Robust Identi�cation of Linear Models on
Experimental Data
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In parametric identi�cation of models on experimental data, one
of the problems is a choice of method of estimation. At present, the
least-squares method, least-modules method, minimax method, L-
and R-estimations are widespread. The choice of estimation is done
depending on suggestions about nature of distribution function of the
measurement error. We consider linear models of independent obser-
vations with presence of outliers in measurement error. We propose
to use a generalized least-modules method:

(a�0; a
�
1; : : : ; a

�
m) =

argmin
a0;a1;:::;am

NX
i=1

jyi � ŷij� = argmin
a0;a1;:::;am

NX
i=1

������yi � a0 �
mX
j=1

ajxji

������
�

; (1)

where a�0; a
�
1; : : : ; a

�
m are to be found; yi (i = 1; 2; : : : ; N ) are obser-

vations of dependent variable; xji (i = 1; 2; : : : ; N ;j = 1; 2; : : : ;m)
are observations explaining variables; 0 < � < 1. The given evalua-
tion haves an advantage of the least-squares method, rank and sign
methods of the evaluation, in the case when outliers of errors have
di�erent probabilities for di�erent signs. The following statements
are true.

Theorem 1. Let a sample of xi, i = 1; 2; : : : ; 2n � 1, and the

function f(x) =
2n�1X
i=1

jxi � xj�, 0 < � < 1 be given. All of the xi are
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local minimums and there is a local maximum between neighboring
xi and xi+1.

Proof. Let's determine the �rst two derivatives of the function
f(x):

f 0(x) =
2n�1X
i=1

� jxi � xj��2 sign(xi � x);

f 00(x) =
2n�1X
i=1

�(� � 1)jxi � xj��2:

Since � < 1, then f 00(x)<0. Consequently, for all values of xi the
derivative f 0(x) is monotonicallydecreasing from the left and is mono-
tonically increasing from the right of xi. That is why each of the 2n�1
zeros of the derivative f 0(x) corresponds to a local maximumbetween
xi and xi+1. Let's examine left and right limits of the �rst derivative.
For any 1 � j � 2n� 1

lim
x!xj+0

f 0(x) = lim
x!xj+0

2n�1X
i=1

� jxi � xj��1 sign(xi � x) = +1;

lim
x!xj�0

f 0 = lim
x!xj�0

2n�1X
i=1

� jxi � xj��1 sign(xi � x) = �1:

Since the function f(x) is continuous, then all points xi of its �rst
derivative discontinuity are local minimums, Q.E.D.

Theorem 2. Let a sample (x1i; : : : ; xmi; yi), (i = 1; 2; : : : ; 2n�1)
and the function Q(a0; a1; : : : ; am) =

P2n�1
i=1

���yi � a0 �
Pm

j=1 ajxji

����,
0 < � < 1 be given. All of the intersection points of hyperplanes

a0 = yi �
mX
j=1

ajxij; i = 1; 2; : : : ; 2n� 1

are local minimums. This statement is derived from the previous
one. Theorem 2 enables us to solve the problem (1). The search
for the global minimum is reduced to the examining of hyperplanes
intersection points. This method can be used for robust estimation
of an autoregression model's parameters for time series. The problem
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has the following form:

(a�0; a
�
1; : : : ; a

�
m) = argmin

a0;a1;:::;am

NX
i=1

������yi �
mX
j=1

ajyi�j

������
�

:

Also we introduce statistical properties of the generalized abstract
least-modules method (1).

Simulation of the Russian Electricity Market
A.A. Vasin, A.V. Sazanov,

M.J. Alefirenko, and A.S. Shamanaev

Moscow State University, OR Dept.

According to the program of the Russian electricity market devel-
opment, the deregulated market sector started operating since Au-
tumn of 2003. In April 2004, the volume of the trade in this sector
reached 8% of the total electric power production. Fifteen indepen-
dent companies, besides RAO UES and its satellits, took part in the
auctions.

In the present paper, we consider a model of the supply func-
tion auction for the Central Economic region of Russia. We regard
the electricity market as local (that is, not accounting the network
structure).

A typical producer on the market has several generators with
limited production capacities and approximately constant marginal
costs. According to the market rules, a strategy of any producer is a
piece-wise constant non-decreasing supply function that determines
the amount of the supplied electric power depending on the price. The
market price is determined from the condition of the total supply and
demand balance.

A.A Vasin and P.A. Vasina (2003) provided a theoretical frame-
work for simulation of such market. They have showen that one of
the Nash equilibrium points corresponds to the Cournot outcome.
For the other equilibrium points, the cut prices lie between the Wal-
rasian and the Cournot prices.Moreover, only the Cournot-type Nash
equilibrium is stable with respect to some class of adaptive dynam-
ics. Our computations for the data on the Central economic region
of Russia show that, under a typical demand elasticity, the price for
the oligopoly with 5 companies may be several times grater than the
competitive equilibrium price.
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A reasonable alternative to the standard auction is Vickrey auc-
tion with reserve prices. In such auction the payment to each com-
pany is made at reserve prices that are calculated on the base of the
demand function and the bids of other �rms.Our computations show
that under typical values of electricity demand elasticity, the expected
price for consumers in such auction would be essentially lower than at
the Cournot equilibrium for the supply functions auction (see Table).

We designed a software for computation of the Cournot and Vick-
rey auction outcomes for any a�ne demand function and piece-wise
constant supply functions. This software also permits to set the mar-
ket structure by partitioning the set of electric generators into several
generating companies.

The paper by Dyakova based on the data from the RAO UES
provides the following values of marginal costs and production ca-
pacities of the generating companies in the Central economic region
of Russia.

Mosenergo:

Generator Marginal cost(Rub/mwth) capacity(bln kwth per year)
G1 0 5
G2 75 10

G3 80 10
G4 85 25
G5 90 10

G6 100 5
G7 165 10

Rosenergoatom:

Generator Marginal cost(Rub/mwth) capacity(bln kwth per year)
12.5 125.4

GC1:
Generator Marginal cost(Rub/mwth) capacity(bln kwth per year)

1 0 16
2 60 2
3 112 3

4 125 2
5 150 16
6 200 2

7 255 2
8 340 10
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GC2:
Generator Marginal cost(Rub/mwth) capacity(bln kwth per year)

1 95 2.5
2 110 2.5

3 120 4
4 128 13
5 135 6

6 145 2
7 162 15

GC3:
Generator Marginal cost(Rub/mwth) capacity(bln kwth per year)

1 0 3.5

2 100 2.5
3 120 21
4 150 3.5

5 170 4.5
6 200 4.5
7 215 3

We consider several functions D(p) = N � 
p corresponding to the
consumption in 2000:


 0.1 0.2 0.4 0.6

N 279.9 316.6 388.4 460.7
We �nd the Cournot and Vickrey outcome for two variants of the mar-

ket structure:
a) 5 independent companies;
b) 3 independent companies (Mosenergo, Rosenergoatom, and UGC

including all the rest generators).
For each slope ratio 
 ,we evaluate deviations of the NE prices from

the Walrasian prices.
The table below shows the Walrasian, Cournot and Vickrey prices for

the electricity market in the Central Economic Region of Russia.

 ep p�5=ep p�3=ep pV 5=ep pV 3=ep
0.1 135 4.24 5.65 1.59 2.19
0.2 150 2.45 3.10 1.49 1.92
0.4 172.5 1.56 1.87 1.49 1.76

0.6 219.67 1.15 1.34 1.30 1.46ep - Walrasian price;
p� - Cournot price;
pV - Vickrey price.
Thus, for practically interesting values 
 = 0:1 � 0:2 Vickrey auction

is essentially better with respect to consumers than a standard supply
function auction.
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Supply Function Auctions and Electricity Markets?

Alexander Vasin1 and Polina Vasina2

1 Moscow State University,
Faculty of Computational Mathematics and Cybernetics

2 Dorodnicyn Computing Centre of the RAS

The paper provides new �ndings on existence and properties of the
Nash equilibrium for the Cournot oligopoly, a model of competition via
supply functions, Vickrey auction with reserve prices and its modi�cation
taking into account the common knowledge on producers' costs. In every
case, the underlying market includes a �xed �nite number of producers that
are heterogeneous in production capacities and non-decreasing marginal
costs of production. Consumers do not play any active role in the models.
Their behavior is characterized by the demand function that is the common
knowledge.

We start with investigation of the local market. We show that there ex-
ists a unique Nash equilibrium in the Cournot model for any non-increasing
demand function with the non-decreasing demand elasticity under mild as-
sumptions on the demand asymptotics as the price tends to in�nity. We
develop a descriptive method for computation of the Cournot outcome un-
der any a�ne demand function and piece-wise constant marginal costs of
producers. In the general case, we obtain an explicit upper estimate of the
deviation of the Cournot outcome from the Walrasian outcome proceeding
from the demand elasticity and the maximal share of one producer in the
total supply at the Walrasian price.

Then we consider a model where the market price is determined from
the balance of the demand and the actual supply of the sealed bid auction,
where producers set arbitrary non-decreasing step supply functions as their
strategies. Our constraint that permits only non-decreasing step functions
is reasonable in context of studying electricity markets. The step structure
of the supply function is typical for generating companies and corresponds
to the actual rules and the projects of the markets in di�erent countries

?The work was supported by the Russian Fund for Basic Researches, grant
02-01-00610, and by the grant 1815.2003.1 of President of Russian Federation.
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(see Hogan, 1998). In our model the Cournot type equilibrium always
exists under �xed production capacities since the agents set the produc-
tion volumes as well as the reservation prices. We show that, besides the
Cournot outcome, there exist other Nash equilibria. For any such equilib-
rium the cut price lies between the Walrasian price and the Cournot price.
Vice versa, for any price between the Walrasian price and the Cournot
price, there exists the corresponding equilibrium. However, we show that
only the Nash equilibrium corresponding to the Cournot outcome is stable
with respect to some adaptive dynamics of producers' strategies under gen-
eral conditions. Our results di�er from Klemperer and Meyer (1989) who
study competition with arbitrary supply functions reported by producers.
Under similar conditions, they obtain an in�nite set of Nash equilibria
corresponding to all prices above the Walrasian price.

The estimates of the Cournot outcome deviation from competitive equi-
librium as well as the results of calculations for the concrete market show
that market price in the supply function auction can essentially (3-5 times)
exceed the Walrasian price under the current market organization. Thus,
investigation of alternative variants of auction organization is of great the-
oretical and practical interest. Below we consider Vickrey auction with
reserve prices. In such auction the cut-o� price and production volumes
are determined in the same way as in the standard supply function auc-
tion. However, the good obtained from a producer is paid at the reserve
prices. The marginal price is a minimum of the marginal cost of the same
output for other producers and the marginal reserve price of this output for
consumers. The marginal cost is calculated on the basis of reported sup-
ply functions, but in this case reporting the actual costs and production
capacities is a weakly dominating strategy. In absence of information on
production costs the guaranteed value of total pro�t reaches its maximum
at the corresponding Nash equilibrium.

Our results generalize the results of Ausubel and Cramton (1999) who
studied Vickrey auction on trading a divisible good. In their model the
players are consumers. Moreover, we show that the speci�ed outcome
corresponds to the so-called truthful equilibrium for the menu auction in-
troduced in the paper by Bernheim and Whinston (1986), see also Bolle,
2004. At this equilibrium each producer obtains the pro�t equal to the
increase of the total welfare of all participants of the auction due to his
participation in the auction. However, the construction of this equilibrium
in the speci�ed papers needs the complete information on consumers' re-
serve prices (in our case, on production costs). In framework of the Vickrey
auction, the equilibrium in dominant strategies realizes this outcome under
any actual cost functions and private information of each participant on
his function.

Our calculations for the Central Economic Region of Russia show that
Vickrey auction price for consumers exceeds the Walrasian price only 1,5
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times (to compare with 3,5-5 times for the standard auction). However,
such increase seems to be also rather essential. Besides, there exists rea-
sonable arguing that participants of the auction typically would not reveal
their actual costs, that is, the speci�ed equilibrium in dominant strategies
is not realized (see Rothkopf et al., 1990). The main argument is that
reporting the actual costs gives an advantage to the auctioneer (and also
to other economic partners) in the further interactions with this producer.

The situation di�ers signi�cantly if the marginal costs and the maximal
capacity of each generator are a common knowledge, and the uncertainty
relates to a decrease of capacities due to breakdowns and repairs. In this
case current information on the working capacities is weakly correlated
with the future state, and the speci�ed argument against revealing the ac-
tual costs turns out to be invalid. Moreover, the common information may
be used for redistribution of the total income in favor of consumers. We
specify the rule for calculation of reserve prices with account of such infor-
mation. This rule provides the maximal guaranteed value of the total pro�t
of consumers. Under this rule, reporting of the actual producer's charac-
teristics stays his dominant strategy, and the total welfare still reaches the
maximum.

The second part of this study considers a simple network market - the
market with two nodes. As above, each local market is characterized by
the demand function and the �nite set of producers with non-decreasing
marginal costs. For every producer his strategy is a supply function that
determines his supply of the good depending on the price. The markets
are connected by the transmitting line with the �xed share of losses and
transmission capacity. Under given strategies of producers, the network
administrator �rst computes the cut prices for the separated markets. If
the ratio of the prices is su�ciently close to one then transmission is unprof-
itable with account of the loss. In this case, the outcome is determined by
the cut prices for isolated markets. Otherwise the network administrator
sets the 
ow to the market with the higher cut price (for instance market
2). This 
ow reduces the supply and increases the cut price at the market
1. Simultaneously it increases the supply and reduces the cut price at the
market 2. If the transmitted volume does not exceed the transmission ca-
pacity, the network administrator determines this volume so that the ratio
of the �nal cut prices corresponds to the loss coe�cient. Otherwise, the
administrator sets the volume to be equal to the transmission capacity.
Thus, he acts as if perfectly competitive intermediaries transmit the good
from one market to the other. It is easy to show that such strategy maxi-
mizes the total welfare if the reported supply functions correspond to the
actual costs.

First we consider the Cournot competition model for this market. Our
study shows that there exist three possible types of Nash equilibrium: 1) an
equilibrium with zero 
ow between the markets and the ratio of the prices
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close to 1; such equilibrium is determined as if there are two separated
markets; 2) an equilibrium with a positive 
ow and the ratio of the prices
corresponding to the loss coe�cient; 3) an equilibrium with a positive 
ow
equal to the transmission capacity and the ratio of the prices exceeding the
loss coe�cient.

Proceeding from the �rst order condition, we de�ne local equilibria of
each type and show how to compute them. Then we study under what
conditions the local equilibrium is a real Nash equilibrium. For the market
with constant marginal costs and a�ne demand functions, we determine
the set of Nash equilibria depending on the parameters. One interesting
�nding is that, in the symmetric case with equal parameters of the local
markets and a small loss coe�cient, the local equilibrium corresponding
to the isolated markets is not a Nash equilibrium, but there exist two
asymmetric Nash equilibria with a positive 
ow of the good.

Then we consider a standard network auction of supply functions (the
�rst price auction) and generalize the results obtained for the local auction:
for any Nash equilibrium, the market prices lie between the Walrasian
prices and Cournot prices. The inverse statement is also valid.

We also describe two variants of the network Vickrey auction with re-
serve prices: 1) without common information on costs and 2) with common
information on marginal costs and maximal generation capacities. In each
case we specify methods of computation of reserve prices and prove the
optimality of the considered variant, that is: the supply function corre-
sponding to the actual costs turns out to be a dominating strategy for
each participant, the maximum of the total welfare and the maximal guar-
anteed value of consumers' welfare under uncertainty are realized at the
corresponding Nash equilibrium.

Mathematical Models of Tax System Optimization?

A.A. Vasin1, P.A. Vasina2,

F. Marhuenda3, and E.E. Tyrtyshnikova1

1Moscow State University,
Faculty of Computational Mathematics and Cybernetics

2Computing Center of the RAS
3Departamento de Economia, Universidad Carlos III de Madrid

Creation of the e�cient tax system is one of the most
important tasks for countries in transition. The present pa-
per aims to discuss the main components of this complicated
problem. The �rst one is the choice of the tax structure and
tax rates in order to get the desirable tax revenue. The second

?This work was supported by the RFBR, project 02-01-00610, and by the
grant 1815.2003.1 of President of Russian Federation.
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problem under consideration is determination of the optimal
tax schedule and audit strategy for direct taxes. The paper
also discusses several issues related to tax inspection organiza-
tion and creation incentives for the e�cient work of inspectors.
Models of interaction between taxpayers and inspectors take
into account corruption, audit costs and random mistakes of
participants.

Creation of an e�cient tax system includes solution of several inter-
related problems. One is determination of the taxes and tax rates that
should provide a desirable budget income. Several papers on this problem
consider the welfare losses related to distortionary e�ects of di�erent taxes
[1, 2]. Their main conclusion is that pro�t tax is a preferable tool for solu-
tion of the social welfare optimization problem. However, economic data
shows that for majority of the countries this tax plays a minor role with
respect to indirect taxes in budget �nancing. Another important issue is
the use of input taxes. Myles claims (p.231): \input taxes have been em-
ployed in many countries but they would be not form a part of an optimal
tax system for a competitive economy". However, in practice some kind
of an input tax - a �xed presumptive tax | is now widely applied in the
taxation of small and medium businesses in several countries (see [6]). In
this case some characteristics of the production capacity used by a �rm or
the number of employees determine the type of an agent. Depending on
the characteristics used to evaluate the production capacity, this tax may
depend on the natural resources employed (for instance, the size and the
location of the land), or on the value of some observable input with a small
elasticity of substitution (the square of a shop or a cafe, the number of em-
ployees and so on). In particular, Ukraine uses now a �xed tax dependent
on the type of production and the number of employees, the trade per-
mit for individuals providing sertain cervices and the market fee for every
occupied trade place for selling agricultural products. Why is pro�t tax
less popular than indirect taxes in spite of the standard theory prefers it?
And under what conditions presumptive taxes dependent on production
factors may be an e�cient tool for budget �nancing? Paper [3] considers a
welfare optimization problem for a one-good economy where each �rm uses
some natural resource for production, and its cost depends on the quality
of this resource and are its private knowledge. The government knows the
production capacity of each �rm and the distribution of the whole resource
over quality. The government can use sales tax, pro�t tax and a presump-
tive tax dependent on the production capacity for budget �nancing. The
actual production volume and the pro�t of a �rm may be revealed only
by costly audit. Accounting tax evasion from pro�t and sales taxes di�ers
our model from the previous works in this �eld. It permits to answer the
given questions. For a model with Leontiev-type production functions, we
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�nd the optimal combination of pro�t tax and the presumptive tax. We
characterize such types of product functions that the presumptive tax is
more e�cient than sales tax, and vice versa. In practice, formation of the
tax system is complicated by corruption and ine�cient work of the tax
service. It is necessary to provide this service with su�cient resources and
create incentives for its e�cient work. Papers [4,5] consider appropriate
mathematical model.
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On Formulation and Solution of Optimization
Problems for Switching Discrete-time Processes

A.M. Valuev

Moscow, Russia

In complex production systems, production processes are usually sim-
ulated as a succession of events that originate or terminate some partial
processes (works) or change their conditions. On the contrary, in resource
planning, the process is always treated as a multistage (discrete-time) pro-
cess with stages �xed in the time. To make a planning model more ade-
quate, one adopts the possibility of changing qualitative state of production
system elements (subsystems) according to a roster given in advance (e.g.,
XPAC Autoscheduler [1], a planning subsystem of XPAC7, that is a soft-
ware package for the mining industry).

Such an approach runs satisfactorily only for relatively simple systems
when possible rosters are scarce and can be found easily. For more complex
systems, however, it is necessary to work out a models of more general type.
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They should include some conditions for production processes switching
that can be applied formally.

The author puts forward such a generalized model (the model of a
time-event controlled process) in [2], formally for the mining industry only,
but really in a general form. In this paper the model [2] is generalized and
discussed in more details.

If the qualitative state s of the production system in question does not
change then the process may be represented either in the form of ordinary
di�erential equation

_x = f(s; x; u; t)

or di�erence equation

x(t+�t) = x(t) + F (s; x; u; t; t+�t):

In fact, real processes on short time periods usually show their discrete
nature, so both representations are only approximations. So it is realistic
to regard the control u between two subsequent switches (during a kth
stage) as a constant vector, and for a kth stage we apply an equation

y(k) = f(s(k); x(k); u(k); t(k);�t(k)); (1)

where x(k) and y(k) are state vectors for the beginning and the end of k-th
stage, t(k) is the time of the k-th stage beginning and �t(k) is its duration.
It is reasonable to adjoin t(k) to x(k), �t(k) to u(k) and t(k) + �t(k) to
y(k); corresponding vectors are denoted as �x(k); �u(k); �y(k).

Let M be the number of types of switches. The universal form of a
switch condition of the mth type is

g0m(s(k); y(k)) = 0: (2)

It is supposed that g0m(s(k); y) increases monotonously in time due to (1),
i.e.

g0m(s; f(s; x; u; t;�t))

increases (to be more exact, does not decrease) monotonously with respect
to �t for arbitrary s; x; u; t.

Examples for such a condition are:
(a) for the event of the termination of a de�nite work run with a non-zero
intensity

g0m(s(k); y(k)) � yjm(k) = yjmT ;

where yjm(k) denotes the work quantity at the kth stage end and yjmT

denotes its total quantity and for arbitrary s; x; u; t;�t it is satis�ed that
f(s; x; u; t;�t) = 0 when uim = 0,

@f=@uim (s; x; u; t;�t) > 0; @f=@�t(s; x; u; t;�t) > 0
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for uim > 0;�t > 0;
(b) for the event of interchange of mode of usage (loading, unloading)

for sections of a two-sectioned stock (in the case when a section is unloaded
until it is empty and an opposite section is loaded then)

g0m(s(k); y(k)) � �yjm (k) = 0;

where yjm(k) denotes the the material quantity in the section being un-
loaded at the k-th stage end;
(c) for the event of a �xed time interval termination

g0m(s(k); y(k)) � �yT (k) = Tm:

The switch of mth type changes sl; l 2 Lm; xj; j 2 Jm. We suppose
three forms of such changes: (a) independent of the control

sl(k+ 1) = Slm; xj(k + 1) = Xjm; (3)

(b) depending on a discrete choice pm 2 Pm(sm)

sl(k + 1) = Slm(pm); xj(k + 1) = Xjm(pm); (4)

(c) depending on a parameter am 2 [alow m; ahigh m]

sl(k+1) = Slm; xj(k+1) = Xjm(am); g1 m(s(k); y(k); am) � 0: (5)

Formally, variables pm can be adjoined to �s(k) and am to �u(k).
Other components of s and x do not change:

sl(k + 1) = sl(k); l 62 Lm; xj(k + 1) = yj(k); j 62 Jm:

The process termination (on the N -th stage) is treated as a �nal switch
(of M -th type).

The process (1), (2), (3) (or (4), or (5) ) runs under restrictions. We
divide them into two types: technical or physical feasibility conditions in
the form

gj(s(k); x(k); u(k)) � 0; j 2 J1; gj(s(k); x(k); u(k)) = 0; j 2 J2:

and target restrictions posed on m-th switch type

gj(s(k); y(k)) � 0; j 2 J1m; gj(s(k); y(k))) = 0; j 2 J2m:

After V.V. Velichenko [4] who regarded similar dynamical systems, we
call the succession of �s(k) a process scenario. Within a given scenario
the switching process is a usual type of unstationary discrete-time process.
For the given target functional J(u(�)) = F (y(N)) we can �nd the optimal
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control (e.g., with a method [3]), but this is only the optimum within a
scenario.

To compare two processes with di�erent scenarios we determine for-
mally the state and the control of the process in the continuous time with
the formulas

û(t) = u(k); ŝ(t) = s(k);

x̂(t) = f(s(k); x(t(k)); u(k); t); q̂(t) = (ŝ(t); û(t); x̂(t));

t 2 [t(k); t(k+ 1)); k = 1; : : : ;N: So we treat two processes q1(�) and q2(�)
as near-by if

jt1(N1+1)� t2(N2+1)j � ";

min(t1(N1+1); t2(N2+1))Z
0

kq̂1(t)� q̂2(t)kdt � ":

The qualitative state ŝ(t) of near-by processes may di�er only on short
time intervals with the total duration � ". In the likely conditions their
scenarios have the same number of events but some pair of events follow
in the opposite order due to di�erent scenarios.

According to this supposition the two-level method is constructed, in
which the choice of the optimum scenario is ful�lled by the branch-and-
bound scheme, and the optimum within a tested scenario is calculated with
the decomposition method [3]. The latter enables the simple procedure of
restrictions restoration when a new vertex is generated with a scenario
that di�ers from the parent vertex scenario in the order of two subsequent
adjacent events.
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Interior-point Method for the Linear
Complementarity Problem?

M.V. Vtyurina and V.G. Zhadan

Computing Centre of RAS, Moscow

Many of optimization problems along with bimatrix games and linear
problems of market equilibrium can be brought to �nding the solution of
the linear complementarity problem (LCP). Since its becoming an object
of study in its own right in the mid 1960's, there were developed several ap-
proaches to solve LCP. The interior-point approach generalizing applicable
approaches to solve linear programming problems is developing extensively
over the last years. In this paper, we consider an interior point method
which is a generalization of the barrier-projection method proposed earlier
for linear and nonlinear programming problems [1, 2].

The LCP consists in �nding two vectors, which satisfy the following
systems of equalities and inequalities:

x � 0n; y � 0n;
y = Mx+ q;
0 = yTx:

(1)

In our further argumentation, we suppose that the matrix M is positive
de�nite and the vector q is nonzero.

The LCP (1) has a unique solution [3], thus it is not di�cult to show
that it is equivalent to a nonlinear programming problem with bilinear ob-
jective function. To solve the latter we apply the stable barrier-projection
method based on quadratic space transformation.

Let In be an n� n identity matrix, and let D(z) be a diagonal matrix
with a vector z on the diagonal. Let us denote

G(x; y) = MD(x)MT + D(y):

The continuous version of the method is described by the following system
of ordinary di�erential equations:

dx

dt
= �D(x)

n
y +MTG�1(x; y) [(In �M)D(x)y+ �(Mx� y + q)]

o
;

dy

dt
= �D(y)

�
x�G�1(x; y) [(In �M)D(x)y+ �(Mx� y + q)]

	
:

(2)

?The research has been supported by Russian Foundation for Basic Research
(Grant No. 03-01-00464) and by Grant SS-1737.2003.1
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If the pair [x�; y�] is a nondegenerate solution of the LCP (1) and � > 0,
then the system (2) is asymptotically stable at this pair.

The set Z =
�
[x; y] 2 IR2n : Mx � y + q = 0n

	
is positive in-

variant with respect to the system (2). It means that if an initial pair is in
the set Z then the solution of (2) belongs to this set. For � = 0 we de�ne
system (2) as an feasible variant of the barrier-projection method (2):

dx

dt
= �D(x)

�
In +MTG�1(x;y)(In �M)D(x)

�
y;

dy

dt
= �D(y)

�
In �G�1(x;y)(In �M)D(y)

�
x:

(3)

Denote Z+ = Z
T
IR2n

+ . Local convergence of (3) on Z+ follows from local
convergence of the underlying method (2).

The discrete version of (3) can be written in the form

xk+1 = xk � �kD(xk)
�
In +MTG�1(xk; yk)(In �M)D(xk)

�
yk;

yk+1 = yk � �kD(yk)
�
In �G�1(xk; yk)(In �M)D(yk)

�
xk;

(4)
where �k > 0 is the step length. The method (4) locally converges to the
nondegenerate solution of (1) on Z+ for any �xed su�ciently small �k.

It is interesting to investigate non-local behavior of the method (4). Let
J be an index set f1; :::;ng, and let [x;y] be a feasible pair, i.e. [x; y] 2 Z+.
We introduce subsets of J depending on this pair:

JP (x; y) =
�
i 2 J : xi > 0; yi > 0

	
;

JB(x; y) =
�
i 2 J : xi > 0; yi = 0

	
;

JN (x; y) =
�
i 2 J : xi = 0; yi > 0

	
;

JZ(x; y) =
�
i 2 J : xi = 0; yi = 0

	
:

(5)

In accordance with (5) the matrix M is a square matrix having the block
partitioned form:

M =

2
664

MPP MPB MPN MPZ

MBP MBB MBN MBZ

MNP MNB MNN MNZ

MZP MZB MZN MZZ

3
775 :

Similarly one can partition vectors x 2 IRn and y 2 IRn
+ into subvectors.

A feasible pair [x;y] is called weak nondegenerate if a submatrix�
MBP MBB

MZP MZB

�
(6)

of the matrixM has full rank which is equal to the number of the rows of the
submatrix (6). In the case of vacuous submatrix (6) the pair [x;y] is weakly
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nondegenerate automatically. A feasible pair [x; y] is called nondegenerate
if it is weakly nondegenerate and a vector

p(x; y) =

�
yP +MT

PP x
P

MT
PBx

P

�

is in the subspace of the rows of (6) if and only if jJZ(x; y)j = jJP (x; y)j.
The problem is called nondegenerate if all feasible pairs are nondegenerate.

The method (4) is well de�ned for all weakly nondegenerate pairs
[xk; yk], i.e. the matrix G(xk; yk) is nonsingular for these pairs. Moreover,
under the nondegeneracy assumption of (1) the pair [xk; yk] is a stationary
point of the iterative process (4) if and only if this pair is an extreme point
of the set Z+.

It is possible to use the steepest descent approach for choosing the
step length �k. This approach is based on minimization of the function
V (x; y) = xT y along the directions

�xk = �D(xk)
�
In +MTG�1(xk; yk)(In �M)D(xk)

�
yk;

�yk = �D(yk)
�
In �G�1(xk; yk)(In �M)D(yk)

�
xk:

(7)

We have

V (xk + ��xk; yk + ��yk) = V (xk; yk) + c1�+ c2�
2;

where the coe�cients c1 and c2 are such that c1 � 0, c2 � 0. More-
over these coe�cients are equal to zero if and only if the pair [xk; yk] is a
stationary point of the iterative process (4).

Under the assumption that the pair [xk; yk] is not a stationary point
of (4) we take

�k = minf�
(1)
k ; �

(2)
k g;

where �(1)k = �
c1
2c2

and

�
(2)
k = argmax f� � 0 : xk + ��xk � 0n; yk + ��yk � 0ng :

It is shown also how the directions �xk and �yk can be modi�ed in the
case of the pair [xk; yk] is a stationary point of (4). The �nite convergence
of the barrier-projection method (4) with the steepest descent is proven.
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Power Distribution in the European Council of
Ministers in EU25
Viacheslav Yakuba

Institute of Control Science RAS, Moscow
e-mail: yakuba@ipu.ru

key words: power indices, European Union
It is argued that enlargement challenges institutional balances and, in

particular, relative powers of national actors within the European Union
(EU). The paper emphasizes on the impact of the ongoing enlargement to
25-member Union on power distribution in the Council of Ministers based
on the latest decisions taken. Due to the changes in decision-making reg-
ulations for the Council the measures of power are rede�ned to adjust the
respective power index. The Banzhaf index is used to evaluate emerging
power distributions in the EU institution. In the Council of Ministers the
triple-majority rule is applied to the di�erent voting con�gurations, caus-
ing the adjustment of the winning coalition de�nition for the calculation
of the index. The adjusted de�nition makes the coalition to be winning, if
the quota in members, the quota in votes and the threshold in population
are passed, and to be loosing, if at least one of the three requirements
is not met. Naturally, for these changes to be e�ective, each country is
assigned two numbers: the number of votes in the Council and the pop-
ulation of the country. Namely, let S be some coalition of the member
states. The coalition S is said to be winning if it can enforce the act to be
passed no matter how the countries outside the coalition vote. So all the
requirements: quota in votes, quota in members and quota in population
should be met by the coalition S. The coalition S is said to be losing if at
least one of the requirements is not met. Formally, let each member state
i be assigned two numbers vi | number of votes and wi | population (in
% of all EU population). The coalition S is said to be winning if all the
following 1), 2) and 3) holds:

1)
P
i2S

vi � Quota in votes,

2) jSj � Quota in members,
3)
P
i2S

wi � Population threshold.

The implications of this analysis are the following.

238



There is a considerable decline of power of all `old' members since
enlargement. The relative power of the former members, however, remains
almost the same.

For the Council, with the new bill-passing regulations, the bigger states
will be better o�, relative to the smaller sates. Although the vote share
of the big states is fallen signi�cantly, the vote share of the small states is
declined in a greater proportion, leading the big states to be comparatively
better o�. So, for the Council, the entrance of the new members into
the European Union is very much compensated by the vote shares of the
smaller states, which, in turn, creates a bias in favor of the big states in
terms of power distribution.

References

[1] Aleskerov, F., Avci, G., Iakouba, V., Turem, U. (2002). European union
enlargement: power distribution implications of the new institutional
arrangements. European Journal of Political Research 41: 379-394,
2002

[2] US Census Bureau, International Data Base. Available online at:
http://www.census.gov/ipc/www/idbnew.html,

Political Advertising and Policy Polarization
Alexei Zakharov
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key words: voting, Hotelling theorem, strategic behavior, negative ad-
vertising

The author uses a game-theoretic model to analyze the reason why in
a democratic election the candidates do not choose identical policy plat-
forms, as they should do according to the well-known Hotelling theorem. It
is assumed that after the political platforms are chosen, the candidates are
capable of spending resources to increase (advertise) their political weight
(valence). The candidates would not choose identical platforms because
in that case their equilibrium cost of advertising will equal the expected
bene�t from winning the election. The author then analyzes how the dis-
tribution of population's policy preferences a�ects the policy di�erence
between candidates and the amount advertising done by the candidates.
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Equilibrium study in network generalization of double
auction put forth such critical features as limited network ca-
pacity and cost of transportation. So supply and demand bal-
ance for each bargaining spot should be accompanied with ap-
propriate commodity 
ow pattern, which doesn't violate net-
work constraints. We try to unify description of buyers, sellers
and transportation agents by assigning each of them some re-
lationship between price of commodity and it's 
ow. Then
we are able to de�ne equilibrium in terms of price and 
ow
pro�les and prove its existence and unicity under certain as-
sumptions. We also show that equilibrium delivers maximum
to surplus of the network auction. Concept of network equi-
librium is complemented with speci�c market design based on
induced orders, which makes it possible to decentralize clear-
ing and localize behavior of each particular agent. Poisson
based order making process together with real time clearing
mechanism based on induced orders are proposed to conduct
the set of experiments for which theoretical equilibrium can be
calculated. Experimental prices and pro�t allocations are ex-
amined against theoretical outcome. Experimental price stabi-
lization is shown to be consistent with equilibrium values. We
also discuss relationship of suggested dynamic network auc-
tion price-making with alternative static concepts (\smart"
auction) developed e.g. by V. Smith. Our mechanism can be
regarded as limit case when the number of orders tends to grow
in�nitely. Market design under consideration provides much
simpli�ed way of network trading which reveals equilibrium
prices without real-time solving of optimization problems as
with alternative approaches.

Network double auction is thought to be natural generalization of or-
dinary \spot" double auction. Still its outcome is in
uenced not only by
commodity demand and supply but also by possible network congestion
and cost of transportation. Such auction can be represented by pointed
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graph, in which nodes correspond to buyers or sellers and edges correspond
to agents wielding carrying capacity. Though we assume each edge working
only in one direction it is always possible to arrange pair of opposite edges
to model bilateral transport capacity. The bargaining object is uniform
discrete commodity measured in units. Current state of each participant is
determined by pair (P;�), where P is price of the unit of commodity and

� is its 
ow in units per unit of time. Pro�les pair ( ~P ;~�) is called state
of the auction. Further each agent is assigned with relationship P = P (�)
which determines at what price buyer wants to consume given commodity

ow, seller | delivers given 
ow to the market and transportation agent
| transmits given 
ow through his edge. This function is assumed to be
monotonous increasing for sellers and transporters and monotonous de-
creasing for buyers. So each agent surely has reciprocal function � = �(P ),
which is referenced further as capacity function of this agent. Also further
price at node D is denoted by PD, TD represents array of agents located
at D, P�

L and P+
L correspond to price at start and end nodes of edge L

respectively, 
+
D and 
�

D designate set of incoming and outgoing edges re-
spectively for node D and trigger � is 0 for a seller or a transporter and 1
for a buyer.

De�nition 1. Equilibrium is the state of auction ( ~P;~�), for which
�i = �i(PD) for each D and each i 2 TD; �L = �L(P

+
L �P�

L ) for each edge
L, and 
ows are balanced at each node:

�D =
X
i2TD

(�1)��i(PD)�
X
L2
�

D

�L(P
+
L � P�

L ) +
X
L2


+
D

�L(P
+
L � P�

L ) = 0:

In other words, equilibrium is coherent set of node prices and edge 
ows,
which ensures that no agent experiences either excess of commodity/car-
rying capacity or their lack. Each buyer consumes exactly the same 
ow
as network delivers to his node, each seller produces exactly the same 
ow
as network takes away from his node and each edge transmits exactly the
same commodity 
ow as price di�erence between its nodes imply given it's
capacity function.

Corollary 1. If ( ~P;~�)is equilibrium then
P

(�1)��iPi = 0:
De�nition 2. Function �(P ) is permissible with the interval [A;B]

, if it is continuous, strictly monotonous within [A;B], constant outside
[A;B] and one of the relationships is satis�ed: �(A) > �(B) = 0or �(B) >
�(A) = 0:

Theorem 1. In network auction, where buyers and sellers cannot
be located at the same node, equilibrium exists and is unique if for some
0 < Pmin < Pmaxcapacity functions of buyers and sellers are permissible
with the interval [Pmin; Pmax] and capacity functions of edges are permissible
with the interval [0; Pmax � Pmin]:

Consider a buyer B located at vertex DB whose price at current state
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of the auction is PB. Consider also seller S located at vertex DS with
current price PS. Let the root M connect vertices DB and DS while sum
of all its edge prices is PM . We say that a buyer B induces a bid PB �PM
for a seller S, who in his turn induce ask PS + PM for a buyer B. We also
say that together they induce a bid PB �PS for transportation along root
M . Thus in equilibrium, all buyers whose bids can reach particular seller
induce the same bid for him. Vice versa all sellers induce the same ask for
particular buyer they can reach. Finally all induced transportation bids
for particular edge are the same.

De�nition 3. Utility of particular agent in current state is

(�1)�+1
�Z
0

P (x)dx:

Sum of utilities S across the auction is surplus of the auction in current
state.

Surplus of the auction depends on 
ow pro�le of the current state so we
denote it by S(~�). We can consider P (�) for buyer as redemption function.
In this case utility is interpreted as redemption per unit of time that buyer
receives for 
ow �. We can also consider P (�) for seller and edge as cost
function so sellers' utility is cost he incurs while supplying commodity 
ow
�:

Theorem 2. Within bounds of Theorem 1 there exists unique ~�� solv-
ing the following problem: S(~�) ! max given Pmin � Pi(�i) � Pmax and
�D = 0 for each D and i 2 TD and 0 � PL(�L) � Pmax � Pminfor each

edge L. Flow pro�le ~��can be unambiguously complemented with price pro-
�le ~P �such that tuple ( ~P �; ~��) is equilibrium.

Consider a buyer placing single unit orders at Poisson moments of time
with intensity �. Let his bids be random with cumulative distribution
function �(x). Producing bid higher then P has probability (1� �(P ))�dt
during interval dt and hence is Poisson process with intensity (1� �(P ))�.
So average number of bids per unit of time with price better then P is
(1� �(P ))�. This relationship can be regarded as capacity function of this
buyer in line with above de�nitions. Similarly �(P )� can be viewed as
capacity function of seller or transporter. These capacity functions possess
all necessary monotone properties and su�ce to calculate equilibrium prices
and 
ows. To conduct experiments order generated mechanism should be
accompanied with clearing rules. In the environment of order generation
and maintaining order queues we assume current price of the buyer to be
the highest of his active bids and current price of the seller (or transporter)
| the lowest of his active asks. With these prices we can calculate induced
orders as it was described above. At each node and edge bilateral queue can
be composed | active orders of local agent versus orders induced through
the network.
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De�nition 4. Price gap for particular agent is di�erence between his
current price and price of the best induced order at the place of his localiza-
tion. Origin agent of best induced order is his best current counteragent.

Clearing starts when there are agents with positive gap. We propose
a kind of auto crossing clearing where crossing orders are simultaneously
satis�ed at price of the eldest order.

De�nition 5. We say that positive price gap of particular agent is
banned if price gap of correspondent best counteragent is greater than his.
In this case this pair of agents are not mutually best counteragents for each
other.

Statement. If currently there are positive price gaps then some of
them are necessarily unbanned.

Theorem 3. Local implementation of auto crossing for agents with
unbanned price gaps produces consistent results.

Computational experiments with Poisson based agents enable compar-
ison of tangible outcome with theoretical equilibrium. One can declare sta-
bilization of trading prices for each agent with emerging of speci�c spread
around his equilibrium. Both real and induced orders are accumulated
at the bounds of this spread while orders inside are continuously cleared.
Existence of the spread makes it possible to strike suboptimal deals and
thus increase 
ows above equilibrium values at the cost of impairing total
auction surplus. An alternative way of clearing order queues is to pursue
surplus maximization via solving linear programming task. This approach,
called \smart auction", determines exact number of orders for each agent
to be satis�ed but do not determine unambiguous price pro�le. If we spec-
ify price for each agent in \smart auction" as the price of his last accepted
order then the following conclusion arise.

Theorem 4. With Poisson based agents implementation of \smart
auction" for order queues generated during time period T yields price and

ow (number of accepted orders divided by T) pro�les which tend to con-
verge to equilibrium as T !1:

This statement is the consequence of surplus maximizing theorem. As
real time trading roughly reveals equilibrium prices and 
ows it can be
viewed as approximate decentralized method of solving surplus maximizing
task.
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