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A linear (as well as nonlinear) mathematical
program is said to be improper (ill-posed, infea-
sible) if it has no feasible solutions and therefore
has no optimal points [1]. Following to [2–3], we
introduce some kind of a generalized solution to
such a program and propose original Newton-type
method that gives us this generalized solution if a
program is improper and an ordinary solution if
this program is feasible.

1. Let us consider the linear program

min {(c, x) : Ax = b, x ≥ 0} (1)

and the dual one

max {(b, y) : AT y ≤ c }, (2)

where matrix A = (aij)m×n and vectors c and b
are given, x and y are vectors of primal and dual
unknowns, (·, ·) denotes scalar product.

We assume the program (1) is improper of the
1st kind, i. e. it has no feasible solutions but the
constraints of the dual program (2) are consistent.
As a consequence, the follow perturbed program

min {(c, x) : Ax = b− u, x ≥ 0} (=: ζ(u))

is solvable iff it is feasible (u = (u1, . . . , um) is
parameter of perturbation).

Denote

M(u) = {x : Ax = b− u, x ≥ 0 }

and
ū = arg min{ ‖u‖ : M(u) 6= ∅}, (3)

where ‖ · ‖ is Euclidean norm.

Basing on the vector ū let us define a general-
ized solution to (1) as an ordinary solution to the
perturbed program

min {(c, x) : Ax = b− ū, x ≥ 0} (=: ζ(ū)); (4)

that is solvable and closest to the original one in
the sense (3).

If program (1) is feasible, then ū = 0, so for a
proper program our generalized solution coincides
with an ordinary one.

2. Let consider the mixed penalty function

F̄ε(x) = (c, x)− ε
n∑

i=1

ln xi +
1
2ε
‖Ax− b‖2,

where ε > 0 (see [4]).
Let x̄ε be an unique minimizer for F̄ε(x) over

all x positive and ūε = b − Ax̄ε, v̄ε = εc − AT ūε.
One can verify that the triplet (x̄ε, ūε, v̄ε) is an
unique solution to the follow system of nonlinear
equations

Φ(x, u, v; ε) =




Ax + u− b

AT u + v − εc

V x− ε2e


 = 0. (5)

Here v = (v1, . . . , vn), V = diag(v1, . . . , vn) and
e = (1, . . . , 1). Vectors x and v both are positive,
v is a slack vector.

The system (5) is just a rewriting of well-known
KKT-optimality conditions; it is very similar to
the systems which are studying in the theory of
central path in mathematical programming [5].
We aim to establish the convergence properties of
the sequence (x̄ε, ūε) as ε → +0.
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3. Let the dual program (2) satisfy Slater’s con-
dition:

AT y0 < c for some y0. (6)

This condition implies the program (4) is solv-
able and its optimal set is bounded.

The convergence properties in question are
given in the following statements.

Theorem 1 If an optimal set of program (4) is
bounded, then the system (5) has an unique solu-
tion for every ε > 0.

Theorem 2 Let the condition (6) hold. Then
the components ūε and x̄ε of the corresponding
solutions of the system (5) are bounded for all
0 < ε < ε̄.

Theorem 3 If the triplet (x̄ε, ūε, v̄ε) satisfies to
equations (5), then

ζ(ūε) ≤ (c, x̄ε) ≤ ζ(ūε) + nε.

Theorem 4 Let the condition (6) hold and x̄ε be
an unique minimizer of the function Fε(x) over
x > 0 with ε > 0. Then

b−Ax̄ε = ūε → ū, (c, x̄ε) → ζ(ū)

as ε → +0.

Thus, the system (5) appears to be a good tool
to find our generalized solution.

4. Given ε > 0, one can get a solution to (5) as
a limit point of the iterative sequence {xs, us, vs}
generated by the formulae

xs+1 = xs + α∆x, us+1 = us + α∆u,

vs+1 = vs + α∆v.

The Newton-type descent direction is equal to



∆x
∆u
∆v


 = −∇Φ(xs, us, vs; ε)−1Φ(xs, us, vs; ε).

The nonsingular Jacobian matrix is as follow

∇Φ(x, u, v; ε) =




A Em×m 0
0 AT En×n

Vn×n 0 Xn×n


,

where X = diag(x1, . . . , xn), by analogy with V .
For choosing step parameter α the standard

procedures may be used similar to Armijo one. In
a small neighborhood of a solution α = 1. Start-
ing points x0 and v0 must be positive. Point u0

may be arbitrary, e. g. u0 = b−Ax0.
Note that (according to the implicit function

theorem) the system (5) determines three smooth
trajectories x = x(ε), u = u(ε), v = v(ε) as ε ∈
(0, ε̄), and for them



∇x(ε)
∇u(ε)
∇v(ε)


 = ∇Φ(x, u, v; ε)−1




0
c

2εe


 =

=




(DM − E)Dc + 2ε(E −DM)V −1e

HADc− 2εHAV −1e

(E −MD)c + 2εMV −1e


 ;

where D=XV,−1 M =ATHA, H =(E+ADAT )−1.

These three trajectories may be considered as
the generalized central path for the improper pro-
gram (1).
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