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In this work we study some partition problems
of a vector set in the Euclidean space with the
minimum sum of squares criterion. The goal of
this paper is to provide the analysis of algorithmic
complexity of these problems.

The problem of Euclidean vectors set partition
into subsets (clusters) with the minimum sum of
squares of the distances from cluster elements to
cluster centers (the cluster center is defined as
the average vector in the cluster) is well-known in
the literature as MSSC (Minimum Sum-of-Squares
Clustering) problem. The variety of typical prob-
lems of data analysis that arise in a wide range of
applications can be reduced to the MSSC problem
(e.g., see [1] and the references in this paper). This
problem can be stated in the form of the proper-
ties verification as follows:

MSSC problem. Input : A set of vectors
Y = {y1, . . . , yN} from Rq, a positive integer
J > 1, and a positive real A. Question: Is there
a partition of Y into nonempty subsets (clusters)
C1, . . . , CJ such that

J∑

j=1

∑

y∈Cj

‖y − y(Cj)‖2 ≤ A, (1)

where y(Cj) = 1
|Cj |

∑
y∈Cj

y, j = 1, . . . , J , is the
center of the jth cluster?

Recall some known facts on the algorithmic
complexity of MSSC. The one-dimensional variant
of the problem is solvable in polynomial time [2].
The four possible cases of the multidimensional
version of this problem are generated by combin-
ing the parameters of the space dimension and the
number of clusters that can either be the part of
the input or not. Regarding these cases we know

the following.
If the dimension of the space and the number

of clusters are not the parts of the input then the
problem is solved exactly in polynomial time [3].
The NP-completeness of the three other cases of
the problem was proved in [4]–[6].

Recently in [7], the NP-completeness (in the
strong sense) of the following clustering problem
was shown.

MSSC-Case problem. Input : A set of vectors
Y = {y1, . . . , yN} from Rq, a positive integer M >
1, and a positive real A. Question: Is there a
partition of Y into J = N − M + 1 nonempty
clusters C1, . . . , CJ such that one of the clusters
has cardinality M and the inequality (1) holds?

Three following NP-complete problems of the
vector subset choice are closely related to the
MSSC-Case problem (see [7]).

VS-1 problem (Vector Subset 1). Input : A
set of vectors Y = {y1, . . . , yN} from Rq, a positive
integer M > 1, and a positive real B. Question:
Is there a subset C ⊆ Y such that

1
|C|

∥∥∥∥
∑

y∈C
y

∥∥∥∥
2

+
∑

y∈Y\C
‖y‖2 ≥ B,

subject to the constraint |C| = M?
VS-2 problem (Vector Subset 2) Input : A set

of vectors Y = {y1, . . . , yN} from Rq, a positive
integer M > 1, and a positive real A. Question:
Is there a subset C ⊆ Y such that

∑

y∈C
‖y − y(C)‖2 ≤ A,

where y(C) = 1
|C|

∑
y∈C y, subject to the constraint

|C| = M?
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VS-3 problem (Vector Subset 3) Input : A set
of vectors Y = {y1, . . . , yN} from Rq, a positive
integer M > 1, and a positive real D. Question:
Is there a subset C ⊆ Y such that

∑

y∈C

∑

z∈C
‖y − z‖2 ≤ D,

subject to the constraint |C| = M?
For the objective functions of the problems VS-

1, VS-2 and VS-3 we have the following equations
[7], [8]

∑

y∈Y
‖y‖2 −

( 1
|C|

∥∥∥∥
∑

y∈C
y

∥∥∥∥
2

+
∑

y∈Y\C
‖y‖2

)

=
∑

y∈C
‖y − y(C)‖2 =

1
2|C|

∑

y∈C

∑

z∈C
‖y − z‖2.

In addition, if in the MSSC-Case problem, for ex-
ample, the cardinality of mth cluster Cm is equal
to M , then we have

J∑

j=1

∑

y∈Cj

‖y − y(Cj)‖2 =
∑

y∈Cm

‖y − y(Cm)‖2.

Thus, the problems MSSC-Case and VS-2 are
equivalent.

The NP-completeness of the two following clus-
tering problem was proved in [9]. Before formu-
lating these problems, we explain their titles no-
tation used below. The first four symbols MSSC
there stand for Minimum Sum-of-Squares Cluster-
ing. The last symbol stands for the words Non-
fixed or Fixed indicating whether the cardinalities
of the clusters mentioned in the problem are the
parts of the input or not respectively.

MSSC-N problem. Input : A set of vectors
Y = {y1, . . . , yN} from Rq, a positive integer J >
1, and a positive real A. Question: Is there a
partition of Y into nonempty clusters C1, . . . , CJ ,
and B = Y \ (∪jCj) such that

J∑

j=1

∑

y∈Cj

‖y − y(Cj)‖2 +
∑

y∈B
‖y‖2 ≤ A, (2)

where y(Cj) = 1
|Cj |

∑
y∈Cj

y, j = 1, . . . , J , is the
center of the jth cluster?

MSSC-F problem. Input : A set of vec-
tors Y = {y1, . . . , yN} from Rq, positive inte-
gers M1, . . . , MJ , and a positive real A. Ques-
tion: Is there a partition of Y into nonempty
clusters C1, . . . , CJ , and B = Y \ (∪jCj) such that
the inequality (2) holds subject to the constraints
|Cj | = Mj , j = 1, . . . , J , on the clusters cardinali-
ties?

The following two NP-complete problems the
vector subsets choice are closely related to the
MSSC-F and MSSC-F clustering problems (see
[9]).

SSA-F problem. Input : A set of vectors
Y = {y1, . . . , yN} from Rq, positive integers
M1, . . . , MJ , and a positive real D. Question: Is
there a family {C1, . . . , CJ} of disjoint subsets of Y
such that

J∑

j=1

1
|Cj |

∥∥∥∥
∑

y∈Cj

y

∥∥∥∥
2

≥ D, (3)

subject to the constraints |Cj | = Mj , j = 1, . . . , J ,
on the cardinalities of the subsets?

SSA-N problem. Input : A set of vectors
Y = {y1, . . . , yN} from Rq, a positive integer J ,
and a positive real D. Question: Is there a fam-
ily {C1, . . . , CJ} of nonempty disjoint subsets of Y
such that the inequality (3) holds?

For the objective functions of the problems
MSSC-N, MSSC-F, SSA-N, and SSA-F we have
the equation [9]

J∑

j=1

∑

y∈Cj

‖y − y(Cj)‖2 +
∑

y∈B
‖y‖2

=
∑

y∈Y
‖y‖2 −

J∑

j=1

1
|Cj |

∥∥∥∥
∑

y∈Cj

y

∥∥∥∥
2

.

The first addend on the right side of this equation
is a constant. Therefore, MSSC-N (MSSC-F) and
SSA-N (SSA-F) is the pair of opposite (min-max)
optimization problems.

In this paper we analyse some new clustering
problems. Consider the following data structure
represented by a set of Euclidean vectors. Let the
vector sequence xn ∈ Rq, n ∈ N , where N =
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{1, 2, . . . , N}, has the property

xn =
{

wj , n ∈Mj , j = 1, . . . , J,
vk, n ∈ Nk, k = 1, . . . , K,

(4)

where (∪jMj) ∪ (∪kNk) = N , and M1, . . . ,MJ ,
N1, . . . ,NK are nonempty and mutually disjoint
subsets.

Assume that a sequence

yn = xn + en, n ∈ N , (5)

is available for the analysis, where en is the
noise (error) vector independent of xn. Taking
into account the fact that the elements of the
sequence xn depend on two families of subsets
{M1, . . . ,MJ} and {N1, . . . ,NK}, and two vec-
tor sets {w1, . . . , wJ} and {v1, . . . , vK}, define

S(M1, . . . ,MK ,N1, . . . ,NJ ,

w1, . . . , wJ , v1, . . . , vK) =
∑

n∈N
‖yn − xn‖2 (6)

and consider the data analysis model in the form
of the following optimization problem.

Given the sequence yn, n ∈ N , and vectors
v1, . . . , vK , find nonempty mutually disjoint sub-
sets M1, . . . ,MJ , N1, . . . ,NK of N and vectors
w1, . . . , wJ minimizing S(·| v1, . . . , vK) under the
condition that the structure of the sequence is de-
scribed by the formulas (4) and (5).

Rewriting the sum of squares on the right side
of (6) and taking into account (4), we obtain

S(·) =
J∑

j=1

∑

n∈Mj

‖yn − wj‖2

+
K∑

k=1

∑

n∈Nk

‖yn − vk‖2. (7)

The minimum of functional (7) over the un-
known vectors w1, . . . , wJ can be found analyt-
ically. It is easy to verify that for arbitrary
nonempty mutually disjoint subsets M1, . . . ,MJ ,
N1, . . . ,NK , the minimum is reached at the vec-
tors y(Mj) = 1

|Mj |
∑

n∈Mj
yn, j = 1, . . . , J ; this

minimum equals

Smin(M1, . . . ,MJ ,N1, . . . ,NK | v1, . . . , vK)

=
J∑

j=1

∑

n∈Mj

‖yn − y(Mj)‖2

+
K∑

k=1

∑

n∈Nk

‖yn − vk‖2. (8)

Consider possible variants of the optimization
problems to which the problem formulated above
can be reduced.

Let Y = {yn|n ∈ N}, Cj = {yn|n ∈ Mj}, j =
1, . . . , J , and Bk = {yn|n ∈ Nk}, k = 1, . . . , K.
Replacing in (8) the summation over the indices
with the summation over the elements of these
sets, we obtain four reduced optimization prob-
lems.

Before formulating these problems, we explain
their titles notation used below. The first four
symbols are MSSC. The next two symbols stand
for the words Nonfixed and Fixed indicating
whether the cardinalities of the clusters from two
families appearing in the problem formulation are
the parts of the input or not respectively; thus,
we have four combinations FF, NF, FN, and NN.
We state the reduced problems in the form of the
properties verification.

MSSC-NN problem. Input : A set of vec-
tors Y = {y1, . . . , yN} and an alphabet of vectors
{v1, . . . , vK} from Rq, a positive integer J > 1,
and a positive real A. Question: Is there a
partition of Y into nonempty clusters C1, . . . , CJ ,
B1, . . . ,BK such that

J∑

j=1

∑

y∈Cj

‖y−y(Cj)‖2+
K∑

k=1

∑

y∈Bk

‖y−vk‖2 ≤ A, (9)

where y(Cj) = 1
|Cj |

∑
y∈Cj

y, j = 1, . . . , J , is the
center of the jth cluster?

MSSC-FN problem. Input : A set of vec-
tors Y = {y1, . . . , yN} and an alphabet of
vectors {v1, . . . , vK} from Rq, positive integers
M1, . . . , MJ , and a positive real A. Question:
Is there a partition of Y into nonempty clusters
C1, . . . , CJ , B1, . . . ,BK such that the inequality
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(9) holds subject to the constraints |Cj | = Mj ,
j = 1, . . . , J , on the clusters cardinalities?

MSSC-NF problem. Input : A set of vec-
tors Y = {y1, . . . , yN} and an alphabet of vec-
tors {v1, . . . , vK} from Rq, positive integers J ,
N1, . . . , NK , and a positive real A. Question:
Is there a partition of Y into nonempty clusters
C1, . . . , CJ , B1, . . . ,BK such that the inequality
(9) holds subject to the constraints |Bk| = Nk,
k = 1, . . . ,K, on the clusters cardinalities?

MSSC-FF problem. Input : A set of vec-
tors Y = {y1, . . . , yN} and an alphabet of vec-
tors {v1, . . . , vK} from Rq, a positive integers
M1, . . . , MJ , N1, . . . , NK , and a positive real A.
Question: Is there a partition of Y into nonempty
clusters C1, . . . , CJ , B1, . . . ,BK such that the in-
equality (9) holds subject to the constraints |Cj | =
Mj , j = 1, . . . , J , and |Bk| = Nk, k = 1, . . . , K, on
the clusters cardinalities?

The main result of the paper is the following

Theorem 1. The problems MSSC-NN, MSSC-
FN, MSSC-NF, and MSSC-FF are NP-complete.

No efficient algorithms with guaranteed accu-
racy bounds for solving these problems in general
case are known. A 2-approximation algorithm for
MSSC-FF with K = 1, J = 1, and the alphabet
of vectors containing only one zero vector was pre-
sented in [10]. The complexity of the algorithm is
O(qN2).
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