
Source Conditions and Regularization of Ill-posed

Quadratic Programming Problems

Ill-posedness of a minimization problem means
that small perturbations of initial data of a prob-
lem may produce big changes in its set of solutions.
One of the important moments in studying of an
ill-posed problem is a construction of the regular-
izing methods for its solving.

1. We will deal with minimization problem

J(u) =
1
2
‖Au− f‖2 → inf, u ∈ U, (1)

where A : H 7→ F is a bounded linear operator
from Hilbert space H to Hilbert space F , f ∈ F
- a fixed element, and U ⊆ H - a closed convex
set, assuming that the sets U∗ and U∞ of the solu-
tions of the given problem and of the correspond-
ing problem without constraints

J(u) =
1
2
‖Au− f‖2 → inf, u ∈ H, (2)

are nonempty. In this case the problems

‖u‖2 → inf, u ∈ U∗, ‖u‖2 → inf, u ∈ U∞ (3)

have unique solutions, that we will denote by u∗
and u∞ and call normal solutions of problems (1)
and (2).

A prominent examples of the problems of the
previous type, with infinite-dimensional spaces H
and/or F can be found in [6].

2. Even in case of the absence of constraint
u ∈ U , these problems can be ill-posed, i.e. it
is possible that there is ũ which is far from the
set of solution, such that ‖Au − f‖2 ≈ J∗ =
inf J(u) : u ∈ U}. In case of infinite-dimensional
spaces H and F , the ill-posedness of the prob-
lem obviously comes from the fact that the range
R(A) := {Au : u ∈ H} of the operator A is non-
closed. However, if the operator A is known only

approximately, then this problem can be ill-posed
even in case of R(A) = R(A). In this case, in order
to solve the given problem, one has to use methods
of regularization (see [6], [5]).

Usually the bounds of the accuracy of the reg-
ularization methods for solving ill-posed problems
(1) and (2) were obtained for classes of problems
defined by so-called source conditions concerning
their normal solutions. The well known conditions
of this type are power source conditions that were
used widely in [5] for obtaining the estimates of
the convergence rate of regularization methods for
solving linear operator equations. This condition
can be presented in the form

u∞ = |A|ph∗, where h∗ ∈ H, |A|p = (A∗A)
p
2 , p > 0,

(4)
It seems quite natural having in mind that u∞ ∈
R(A∗), where R(A∗) is the range of the operator
A and R(A∗) its closure in norm of the space H.
Hence, the solution u∞ is densely surrounded by
the elements from R(A∗).

Let us note that in several recent papers con-
cerning linear operator equations without con-
straints there were considered so-called general
source conditions [4]

However, the presence of the constraints notable
complicates the procedure of regularization. In [2]
was constructed an example which shows that the
rate of convergence, in dependent of the boundary
of the set U , can be arbitrary slow.

We will study an accuracy of the regulariza-
tion methods on the class of the problems of type
(1) with normal solutions that satisfy projective
source condition:

u∗ = πU (|A|ph∗), h∗ ∈ H, p > 0. (5)
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3. Suppose that the continuous functions gα :
[0, a] 7→ R, a > 0 satisfy the conditions:

1− tgα(t) ≥ 0, t ∈ [0, a], ‖A‖ ≤ a, (6)

1
1 + βα

≤ gα(t) ≤ 1
βα

, t ∈ [0, a], β > 0, (7)

sup
0≤t≤a

tp(1− tgα(t)) ≤ γpα
p, (8)

α > 0, γp = const, 0 ≤ p ≤ p0, p0 > 0. (9)

Let us note that the family of the functions
gα(t) = (t + α)−1 and gα(t) = t−1(1 − (1 + t)−m)
(that defines Tikhonov methods of regularization
and its iterated variants) satisfy these conditions.

As an approximation of the normal solution u∗
of problem (1) can be taken the unique solution
uα of the variational inequality〈

g−1
α (A∗A)uα −A∗fδ, u− uα

〉
≥ 0, ∀u ∈ U,

(10)
In case of Tikhonov regularization (g−1

α = t + α),
variational inequality (??) becomes〈

(A∗ηAη + αI)uα −A∗ηfδ, u− uα

〉
≥ 0, ∀u ∈ U.

The following theorem is an example of the
statements related to convergence of the methods
of regularization.

Theorem 1 Suppose conditions (6)-(9) are sat-
isfied.

(a) If the parameter α in (10) converges to 0
then uα → u∗.

(b) If condition (5) is satisfied then

‖uα − u∗‖ ≤ const · α
p

p+2 , 0 ≤ p ≤ 2p0 − 1. (11)
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[4] P. Mathé and B. Hofmann B, How general
are general source conditions, Inverse Prob-
lems 24, 015009 (5 pp).

[5] G. M.Vainikko and A. Yu. Veretennikov , It-
erative Procedures in Ill-Posed Problems (in
Russian), Nauka, Moscow, 1986.

[6] F. P. Vasil’ev, Methods of optimization (in
Russian), Factorial, Moscow, 2003.

2


