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Fejer processes can be defined as iterative algorithms
of the kind

xk+1 = F (xk), k = 0, 1, . . . ,

where F is a Fejer operator. They are often used
as models for many iterative algorithms in optimiza-
tion and related areas and can be combined with
many kinds of decomposition schemes and generate
projection-type methods suitable for parallel compu-
tations [1].

To guarantee the convergence of such algorithms we
define a strong version of Fejer process.

Definition 1 An operator F is called locally strong
Fejer (with respect to a certain set V ) if for any x̄ /∈ V
there exists a neighborhood of zero U and α < 1 such
that ‖F (x)−v‖ ≤ α‖x−v‖ for any v ∈ V and x ∈ x̄+U .

A slightly more general model of Fejer-type algo-
rithms may look like following

xk+1 = Fk(xk + zk), k = 0, 1, . . . , (1)

where zk is a diminishing (zk → 0) disturbance and Fk

is selected from some finite collection

F = {Fi, i = 1, 2, . . . , N} (2)

of locally strong Fejer operators.
We are especially interested in the case when such

collection is associated with representation of V as the
intersection of Vi, i = 1, 2, . . . , N :

V =
N⋂

i=1

Vi (3)

and each φi is a locally strong Fejer operator for Vi.
If disturbances are such that zk = λkgk, where λk are
scalar multipliers, and gk ∈ G(xk) are selections for
set-valued attractant mapping (see definition below)
then is is possible to prove that (1) converges to certain
subset of V which may be a solution of optimization
problem, variational inequality [2] etc.

Definition 2 A set-valued mapping G(x) is called
strong locally restricted attractant (of some set Z ⊂ V )
if for each x′ ∈ V \ Z there exists a neighborhood of
zero U such that,

g(z − x) ≥ δ > 0

for all z ∈ Z, x ∈ x′ + U, g ∈ G(x) and some δ > 0.

The convergence of (1) is established by the following
theorem, see [3].

Theorem 1 Let F is a finite family of locally strong
with respect to corresponding Vi continuous Fejer op-
erators, and for any x /∈ V = ∪N

i=1 there exists
ι ∈ {1, 2, . . . , N} such that Fι is locally strong at x and
D(·) is strong locally restricted attractant of Z ⊂ V .
Then the combined process

xk+1 = Fk(xk + λkdk), (4)

where dk ∈ D(xk), Fk = Fιk
and ιk is such that

xk + λkdk /∈ Vik
, if bounded, converges to the set Z if

λk → +0 and
∑

λk = ∞.

Theorem 1 opens many new possibilities for new al-
gorithms of constrained convex optimization and not
only, but the diverging series condition for stepsize λk

used in this theorem is known to result in slow conver-
gence. Therefore it is of theoretical as well as practical
interests to search for other stepsize control rules with
established convergence and better computational per-
formance. In this report the adaptive stepsize rule for
(4) is suggested and its theoretical convergence is es-
tablished. The main idea of this stepsize control consist
in keeping stepsize constant until the process shows the
signs of cycling and then divide stepsize by some con-
stant factor. To be precise this rule is formulated as
follows.

Let D(p, q) = co {xk+1 −xk, k = p, p+1, . . . , q−1}.
For a given sequence θm → +0, m = 0, 1, . . . determine
corresponding sequences of indeces {km} and numbers
{λk} by the following recursive relationships:
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1. Set k0 = 0 and pick up initial λ0 > 0. Let q ∈
(0, 1).

2. For given m and km determine km+1 as the index
which satisfies conditions

0 /∈ D(km, k) + θmB, km ≤ k < km+1,

0 ∈ D(km, km+1) + θmB
(5)

with λk = λkm
for km ≤ k < km+1. Set

λkm+1
= qλkm

. (6)

The following theorem establishes convergence of the
process (1) with the stepsize rule (5) - (6). Denote
X⋆ = {x⋆ : 0 ∈ G(x⋆)}. The following theorem holds.

Theorem 2 Let G(x) is convex-valued, locally
bounded upper-semi-continuous set-valued locally
strong attractant of X⋆, and xk+1 − xk ∈ λkG(xk).
Then if the sequence {xk} is bounded then all its limit
points belong to X⋆.

Numerical experiments demonstrated quite satisfac-
tory computational performance of this method with
nonmonotone but close to linear rate of convergence.
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