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1. What is the RGDB method?

The Reasonable Goals Method for Databases (RGDB) is a visualization-based approach to choice problems characterized by large sets of data given in simple relational databases (tables). The RGDB method helps to select a short list of preferable rows from thousands and millions of rows, that is, for screening the databases. 

Often RGDB method is used as a decision support tool. In this case the database rows are considered as decision alternatives, and the columns (database fields) are the attributes of the alternatives. Part of the attributes can be used as the screening criteria. Such attributes are assumed to have numerical values while improvement direction (increment or decrement) of these values must be given. 

Though the RGDB method is based on sophisticated mathematical theory, its application is fairly simple. After a short training, one can use it without any difficulty. The RGDB method was implemented in several particular software tools. One of them, which has the form of Web application server, is described here.

2. Where the RGDB method can be used?

Possible applications of the RGDB method include exploration and screening of databases containing 

· alternative water management strategies;

· alternative environmental strategies;

· alternative designs of a technical system;

· financial projects;

· real estate on sale;

· alternative business location decisions given in a Geographical Information System; etc.

3. Philosophy of the RGDB method

Application of the RGDB method consists of two of two steps:

· graphic analysis of what is feasible for the set of alternatives under consideration and how the efficient (criterion) tradeoffs look;

· identification of goal and automatic selecting of a small number of alternatives that are close to the goal.

The first step is supported by the Interactive Decision Maps (IDM) technique, which is an approach aimed at visualization of possibility frontiers and efficient (criterion) tradeoffs. The IDM technique supports identification of the goal, too. Then, screening of the database, that is, selecting of a small number of related alternatives is carried out by computer using special algorithms without any human involvement. 

Here we describe the IDM technique and the screening algorithms on the basis of an example. Let us assume that we have got a table of real estate on sale described by such attributes as price, age, lot-size, distance from the school, number of bedrooms, number of bathrooms, etc. A part of these attributes can be used as the selection criteria. The number of rows (that is, alternative real estate options) may be very large. First we provide a general idea of the method for two screening criteria, then turn to the description of the IDM technique and finally describe the screening algorithms in the general case.

3a. Simple introduction

We begin with the case when only two attributes are used as choice criteria, namely price and age of a house. Though the use of the RGDB method is not particularly advantageous in the case of two criteria, we use it anyway to explain the fundamentals of the method. In Figure 1, about two dozens of choice alternatives — houses are depicted by points in the criterion plane (price and age plane, in this example). 
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Figure 1




Since the number of decision criteria (in the above example) is two, Figure 1 provides full information about the variety of alternatives.  However, one is unable to construct a similar graph for the case of three, four, five and more criteria, and so a different graphic technique must be used. In IDM technique, the frontier of the "convex cloud" (convex hull of the variety of points, see Figure 2) is displayed instead of points. Convex hull also includes artificial alternatives, which help to explore the properties of the variety of feasible alternatives (points). 

Since the user is interested in minimizing both price and age, the "south-western" frontier of the convex hull should be of interest (curve ABC in Figure 2). This part of the frontier is denoted as the Pareto (efficiency) frontier of the convex hull. The Pareto frontier shows the efficient (criterion) tradeoffs between two criteria: how much the increment of age is related to the decrement of price if alternatives from the convex hull are used. In other words, the Pareto frontier displays the efficient tradeoff curve among these two criteria for the convex cloud. At the same time, the Pareto frontier of the convex hull roughly describes the Pareto frontier for the variety of original feasible alternatives, and so it can be considered as the proxy efficient (criterion) tradeoff curve for feasible alternatives. Note that the notion of the efficient tradeoff differs from the notion of the value tradeoff that is related to preferences and means the subjective compensation of losses in one criterion by gains in another.
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In addition to the Pareto frontier of the convex hull (curve ABC) Figure 2 displays other frontiers (so-called dominated frontiers). These frontiers are not needed since they only confuse the interpretation of the graph. They would be especially harmful in the case of three and more criteria when the user has to compare multiple frontiers related to several values of the third criterion (such pictures are discussed in the next section). In order to avoid the dominated frontiers, the convex hull may be broadened, i.e. additional artificial dominated alternatives may be included in the hull in such a way that the resulting broadened variety of points has the same Pareto frontier as the convex hull.
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For example, the broadened variety in Figure 3 has the same Pareto frontier (curve ABC) as in Figure 2. This broadened variety is named, in honor of the founders of multiple criteria decision theory — Edgeworth and Pareto, as the Edgeworth-Pareto Hull of the convex hull of alternatives, or the Convex Edgeworth-Pareto Hull (CEPH) of the original alternatives. Since the Pareto frontier has not been changed, substituting the CEPH for the original convex hull can not influence the selection result, but the application of CEPH makes the display simpler in the case of more than two criteria.

After the exploration of the efficiency frontier is completed, the user has to identify a preferable combination of criterion values, which belongs to the Pareto frontier of the CEPH (a reasonable goal). In Figure 4 the identified reasonable goal is denoted by a star symbol. It is important to note that, in the framework of the RGDB approach, the user does not need to be involved in complicated interactive procedures aimed at eliciting his/her preferences. Instead, the user can identify the most preferable criterion point (the goal) by visually inspecting the Pareto frontier. 

Multi-criteria decision aid methods that are aimed at graphically displaying the Pareto frontier, but that do not require the elicitation of user preferences are named generating methods. The RGDM method belongs to this group of multi-criteria methods. In the framework of the generating methods, the users are given the full freedom of choice with respect to the Pareto frontier. It is assumed that the user will identify the goal consciously, in accordance with his/her preferences. In contrast to other goal-based methods, the RGDB method restricts the identification of the goal to the Pareto frontier of the convex hull. Due to this, the identified goal is close to feasible points. 

Sometime the goal can be identified without the graphic procedure described above (so-called “arbitrary goal”). For example, the user can consider an old decision. In this case the goal point may not belong to the Pareto frontier of the CEPH. It means that feasible points may occur that are better than an arbitrary goal. To use the goals of both types, we consider two cases. 
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If the goal is identified on the graph, which displays the Pareto frontier of the CEPH, the goal is likely to coincide with feasible points only occasionally. For this reason, a computer algorithm is used to select several feasible points, which are close to the identified goal (Figure 5a). Note that in Figure 5a, two out of three selected alternatives do not coincide with the vertices of the convex hull. 
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In the case of an arbitrary goal, it may happen that there are no points better than the goal. In this case the same idea as in the case the goal identifies at the graph is used: several points are selected that are close to the goal (Figure 5a). 

Now let us consider the case with several points that coincide with or are better than the goal. In this case, such points are selected (see Figure 5b where the only point of this kind is given by +). 

In both cases, the selected points (and the corresponding alternatives of the database) are of interest to the user since they reflect both his/her subjective preferences expressed in the form of the goal and the objective situation represented by the database values. The short list of selected alternatives may be studied by other tools. Say, spatial alternatives can be visualized on thematic maps. They can be displayed to the user by photos and films, too. Actually, all multimedia tools can be used to support selecting from the short list. 

3b. Interactive Decision Maps technique

If more than two attributes are used as the screening criteria, a special visualization technique called Interactive Decision Maps (IDM) is used to generate and display tradeoffs among the criteria. Let us first include the third attribute, say the distance from the school, into the list of decision criteria. It is expected that user prefers to decrease the distance. To include the distance into the analysis, let us consider the CEPH of criterion points in three-dimensional criteria space. Then, several differently colored two-criterion slices of the CEPH are displayed. Each of them looks as the CEPH given in Figure 3 and is related to a certain value of distance in the following sense: its frontier displays a tradeoff among age and price if distance is not greater than this value. Then, differently colored two-criterion slices of the CEPH are superimposed one over another and displayed.
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In Figure 6, one can see an example of the graph that contains five differently colored two-criterion slices related to five different distance values. Any distance is related to a certain color of the slice. Note that the frontiers of these slices do not intersect, and so the graph is fairly simple to interpret. The graphs of this type, which display the Pareto frontier among for two criteria depending on the value of the third one, are called the decision maps. Changing one frontier for another, one can see how constraints imposed on the value of the “third” criterion influence the criterion tradeoff curve among the initial two criteria (for the convex hull of criterion points). So, the decision map displays efficient criterion tradeoffs among three criteria for the convex hull. Due to it, Figure 6 informs roughly about the influence of the value of distance on the tradeoffs among age and price for the set of criterion points. 

In the RGDB method, the decision maps for three and more criteria are displayed on-line using the IDM technique. The most important feature of the technique is related to the way of how decision maps are computed in the case of three, four, five and more selection criteria. In the IDM technique, the CEPH for the entire set of criteria under consideration (three to eight criteria can be considered) is approximated in advance. Then two-dimensional slices of the CEPH related to several equidistant values of the third criterion (and fixed values of other criteria in the four and more criterion case) are computed and superimposed. They provide the decision maps (such as in Figure 6). Since the CEPH is approximated in advance, various decision maps may be displayed on request very fast. Hundreds of decision maps related to various values of the fourth and fifth criterion can be computed and displayed in a matter of few seconds. By this, animation of decision maps is possible. This option is very important in the case of four and more criteria.

There is an interesting parallel between decision maps and topographic maps which can be explored to help illuminate the decision map concept. Since the frontiers of decision maps do not intersect (though they may coincide sometimes), they look like contour lines of topographic map. Indeed, a value of the third criterion related to the frontier of a decision map plays the role of elevation value representing a contour line of topographic map. One can see the variety of the combinations of the first and second criteria which are feasible for a given constraint imposed on the value of the third criterion (like <<places higher, than...>> or <<places lower, than...>>). Moreover, one can easily understand which values of the third criterion are feasible for a given combination of the first and of the second criteria (like <<elevation of this place is between...>>). If the distance between frontiers is small this could mean that there is a steep grade, i.e. a small move of the frontier requires a substantial change of the value of the third criterion. This information about the efficient tradeoffs among three criteria is very important; it means that one has to pay with a substantial change of the third criterion value for a small improvement of the values of the first two criteria. 
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Figure 7
There are also clear differences between decision maps and thematic maps. A decision map displays the criterion (outcome) space. If the number of criteria is three the outcomes of all possible decisions are displayed on one decision map. By contrast, a thematic map usually displays the results of one spatial decision in a geographical context. For this reason, multiple thematic maps are needed to depict many feasible decisions. A decision map displays all of them at once, but in an aggregated form of feasible outcomes. To select a decision, which in the presented approach is equivalent with goal specification, the user has to click on a preferable combination of criterion values in the decision map. Then an efficient decision comprised of a small set of goal-proximate, reasonable alternatives is computed, which only then may be displayed on thematic map. The distinction between thematic and decision maps constitutes the basis for their joint application in the analysis of spatial decision problems.

It has been stated earlier that IDM software is an interactive tool for fast display of various decision maps for three, four, five and more criteria. Actually, a myriad of virtual decision maps may be generated on request or used for the animation of decision maps. In three-criterion problems, the IDM technique may be used for the arbitrary arrangement of criteria in decision maps. Moreover, one can easily change the number of tradeoff curves. The application of IDM technique is much more important in the case of four, five and more criteria. In this case, a decision map related to constraints imposed on the values of the fourth, fifth and additional criteria may be displayed immediately. An example of a decision map for five criteria provided by the computer is given in Figure 7.

The slices of the CEPH are given now in the AGE and LOT-SIZE plane. PRICE is considered in Figure 7 as the “third” criterion. One can see the color scale under the decision map. The scale informs about how colors in the decision map are related to the value PRICE. Two scroll-bars under the color scale provide an option to specify the values of the “fourth” and “fifth” criteria – number of bedrooms (BDRM) and number of bathrooms (BATH) this time. The positions of sliders specify that not less than four bedrooms and two bathrooms are required in Figure 7 (these values are displayed to the left of the scroll-bars). The user can move the sliders and change by this the constraints imposed at the values of the “fourth” and “fifth” criteria. 

Animation of decision maps is an important option that can be used in the case of four, five or more criteria. Animation of a single decision map is based on a monotone movement of the slider related to the “fourth” or “fifth” criterion. Note that a real-time animation of decision maps is possible due to the fact that the CEPH has been constructed in advance. 

Let us consider a mathematical description of the IDM technique. We consider a table that contains N rows and several columns, any of which is related to an attribute. Let us assume that the user has specified m attributes to be selection criteria. Then, each row can be associated to a point of the m-dimensional linear criterion space Rm. Criterion values for the row number j are described by the point yj, which coordinates are y1j, y2j, …, ymj. Since N rows are we considered, we have got N criterion points y1, y2, ..., yN. The RGM is based on enveloping the points, i.e. on constructing the convex hull of them defined as 

YC = conv {y1, y2, ..., yN}.
Let us assume that the minimization of the criterion values is preferable. In this case, the point 
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 ( y (this is the Pareto domination rule). Then, the Pareto frontier of YC is a variety of points of y( YC that are not dominated, i.e.
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The Edgeworth-Pareto Hull of the convex hull (CEPH) denoted by YC* is the convex hull of the points broadened by the dominated points, i.e. 

YC* = YC +
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where 
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 is the non-negative cone of 
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. It is important that the efficiency frontier of the CEPH is the same as for the convex hull, but the dominated frontiers disappear. For this reason, the IDM technique applies approximation of the set YC* instead of YC. 

A two-criterion slice of YC* passing through a point y* ( Rm is defined as follows. Let us consider a pair of criteria, say u and v. Let z* be the values of the rest of criteria in the point y*. Then, a two-criterion slice of the set YC* related to the pair (u, v) and passing through the point y* can be defined as (we do not care about the order of the criteria here)
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Collection of slices, for which the value of only one of the rest of criteria can change, constitutes the decision map. 

3c. Selecting the alternatives

The information on the Pareto frontier displayed by the IDM technique helps the user to identify a preferable goal. The goal is identified on a decision map (specified by the user) by a simple click of the computer mouse. After a moment, a short list of non-dominated alternatives, which are close to the identified goal, is constructed and displayed to the user. Note that in the case of three and more criteria, it is impossible to display the selected alternatives at a criterion plane (as it was done in Figure 5 for two criteria). 

Various procedures for selecting of the goal-proximate alternatives can be used. Now the following procedure is applied that has already been illustrated for the case of two criteria in Figures 5a and 5b. First, software tries to find the alternatives that are better than the goal. As it has already been said, such alternatives may exist in the case of an arbitrary goal. Then, the Pareto domination rule is applied to the list of such alternatives: the non-dominated alternatives are selected among them. By this, screening of the database is completed. The alternatives are arranged in accordance to the distance from the ideal (utopia) point (such an arrangement is described a bit later) and displayed to the user in the form of a short list. Since the alternatives are arranged, only a part of them can be displayed, if needed.

If the alternatives, which are better than the goal, do not exist, the selection of a small number of alternatives is based on the idea already described for in the case of two criteria – the alternatives are selected that are close to the identified goal. 

At the first step of the procedure, for any original criterion point, a modified criterion point is considered. The modified point is constructed in the following way: if a criterion value of the original point is better than the value of the same criterion of the user-identified goal, the criterion value of the identified goal is substituted for the criterion value of the original point. Such a substitution means that we assume that the goal values can be treated as the aspiration levels of the user, i.e. the user prefers to achieve the identified levels of criteria than to exceed them.

At the second step of the procedure, the Pareto domination rule is applied to modified criterion points. In the result, the non-dominated points are selected from the list of modified points. Finally, the original feasible criterion points that gave rise to the non-dominated modified points are selected. It is clear that the points selected through this procedure represent the non-dominated decision alternatives (in the usual Pareto sense). It was proven that the described procedure is related to selecting on the basis of the weighted Tchebycheff distance from the goal with all positive weights, but this theoretical consideration is far beyond the scope of our description. 

The procedure is illustrated in Figure 8 for the case of two criteria, which are subject of maximization. The reasonable goal identified by the user is denoted by the filled square symbol. Original points are represented by the filled circles. One can see that alternatives dominating the goal or coinciding with it do not exist. For any original point, a modified point is constructed. Modified points are represented by hollow circles. For example, the feasible point 1 originates the modified point 1’, etc. If all criterion values for an original point are not greater than the goal values (for example, point 3), the modified point coincides with the original one. Then, Pareto domination rule is applied to modified points: non-dominated points are selected among them. Point 2’ dominates (is better, than) point 1’, and point 4’ dominates point 5’. So, three non-dominated modified points are selected: 2’, 3, and 4’. Finally, the original feasible points are selected, which originated the non-dominated modified points. In Figure 8, these points are 2, 3 and 4. Points 1 and 5 were excluded from further consideration.
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Figure 8

Then, the selected alternatives are arranged in accordance to the distance from the ideal point and displayed to the user in the form of a short list. Once again, only a part of alternatives can be displayed, if needed.

Let us consider the arrangement procedure. It is based on application of the weighted Tchebycheff distance from the ideal point with weights defined by the goal point. Let us introduce the weighted Tchebycheff distance. Let the number of criteria be m. Let us denote by y* = (y1*, y2*,…, ym*) the ideal point. It means that  yi* is the maximal value of the i-th criterion for all feasible criterion points in the case of maximization of the i-th criterion. In the case of minimization of the i-th criterion, yi* is the minimal value of the i-th criterion for all feasible criterion points. 

The weighted Tchebycheff distance looks as

(y*, y) = max {iyi*  yi: i=1,2,...,m}.

It is applied as the measure of distance between the ideal point y* and a feasible criterion point y = (y1,y2,…, ym). Let us denote the goal point by y0 = (y10, y20,…, ym0). The weights 1, 2,…, m are obtained on the basis of the goal point in the following way (it is assumed that yi0 ≠ yi* for all i=1,2,...,m): 

i= 1/(yi*  yi0 where i=1,2,...,m.
The procedure arranges points in accordance to the increment of the distance from the ideal point. Important that this distance depends upon the user-identified goal and, therefore, it represents his/her preferences. It is possible to select a required number of the points from the short list that are most close to the ideal point. 

Let us provide the flow-chart of the algorithm for screening a table, that is, a list of alternatives given by the attributes. Part of the attributes are used as screening criteria. The table of alternatives gives rise to N feasible points {y1, y2, ..., yN} in m-dimensional linear criterion space. Let us denote the set of feasible criterion points by Y. Let Yd be the set of feasible criterion points that are better than the goal point y0, YM be the set of modified criterion points, P(Yd) be the non-dominated subset of Yd, P(YM) be the non-dominated subset of YM, YF be the set of feasible criterion points that gave rise to P(YM). Then, the flow chart of the screening process is given in Figure 9. 






Figure 9

The general scheme of the RGDB method is given in Figure 10.
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Figure 10

It is clear that the approximation of the CEPH and its exploration may be easily 9separated in time and space in the framework of the RGDB method. This feature of the RGDB method is effectively used in the Web application server

4. RGDB application server for Web

The Web implementation of the RGDB method is provided in the form of an application server. It supports an easy selection of preferable alternatives from tables (relational databases) using simple graphic interface based on Java applet technique. Web service implements multi-tier architecture and consists of the calculation server, the Web server application and the Java graphic presentation.

The calculation server is an executable module coded in C++. It processes a given table of data and constructs an approximation of the CEPH. The calculation server is ANSI C++ compliant so it can be compiled and executed at any platform. The graphic presentation window is a Java applet executed inside user browser. MS Internet Explorer, v. 4.0 or higher may be used to display it. The Web application is coded in Java and JSP and serves for several interfacing purposes: it helps the user to prepare a table with alternatives, invokes the calculation server to process it, displays the applet with calculated data and handles user choice to generate selected alternatives. Web application can be executed on any web server that supports JSP and Java servlets. 

The scheme of the RGDB server is given in Figure 11.
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Figure 11

5. Manual

After submitting the query, the user has to wait a bit: meantime, the server envelops the criterion points and sends the Java applet along with the CEPH to the computer of the user. The time required for it depends mainly on the quality of connection. Let us describe the options provided by the Java applet for the user. Once again, the real state example is used in the manual. 
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Figure 12

5.1. Overview

The Pareto frontier visualization provided by the Java applet has the following main features:

1) main display of the decision maps, which can be changed by movements of sliders that define the criterion values;

2) arrangement and re-arrangement of criteria in the decision map;

3) setting the ranges of criterion values;

4) identification of the goal;

5) display of selected alternatives.

4) занесение выбранной цели в список

5) возврат к любой цели из списка

6) отображение вариантов для любой цели из списка
5.2. Main display

As it has already been said, the applet displays various decision maps on the request of the user. The first picture is selected automatically by the computer. In the picture given in Figure 12, the computer has located lot-size (acres) and age (years) on the axes of the decision map. Values of price (thousand of US$) are given by color (relation between color and price is given in the scale located under the decision map). It means that a colored area shows the combinations of age and lot-size that are feasible for the price related to this color. The decision map is related to constraints imposed on the numbers of bedrooms and bathrooms. These constraints are specified by sliders of the scroll-bars located to the left of the decision map. In Figure 12 one can see that the sliders specify that not less than one bedroom and not less than one bathroom are required. One can change the required numbers of bedrooms and bathrooms by moving sliders of the scroll bars. In Figure 13 one can see a different decision map, for which four bedrooms and two bathrooms are required. Note that the red color associated with extremely small prices disappeared in Figure 13.
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Figure 13

The user may want to use animation (automatic movement of sliders). To start animation, one must hit a double arrow at the end a scroll-bar. By moving the slider, the user gets knowledge on how the number of bedrooms (or bathrooms) influences possible combinations of lot-size, age and price. 

By moving the slider of the scroll bar located under the decision map, the user can study how price is related to the feasible combinations of lot-size and age. This scroll-bar is integrated with the color scale. For example, the price of about 101 thousands of US$ is specified by the slider in Figure 13. The position of the slider is associated with the position of the additional (moving) frontier in the decision map. This frontier shows what is feasible for 101 thousands of US$. A movement of the color-related slider results in an associated movement of the frontier. The criterion tradeoff between lot-size and age for given money is visible in a clear form. The movement of the slider helps to understand the tradeoff between money, lot-size and age. It is possible to animate the movement of the slider of the color-related scroll bar (along with the movement of the related moving frontier).

5.3. Identification of the goal

To identify the goal, the user has first to specify the values of criteria associated with the scroll-bars (in our example, numbers of bedrooms and bathrooms as well as price). By this, the goal values of these slider-related criteria are set. To complete the goal setting, the user has to hit the “Goal” item of the menu located above the scroll bars. By this the positions of sliders of all scroll-bars is frozen, and the display obtains the form given in Figure 14. One can note that the cross is located at the moving frontier (actually, it is located there from the very beginning, but it played a passive role at the previous steps). The cross can be moved along the frontier. To move the cross, one has to use the computer mouse. The position of the cross identifies the goal values of the rest of criteria (lot-size and age, this time).
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Figure 14

The goal values are displayed to the left of the decision map. After the “Fixation” button is hit by the user, the applet transmits the goal to the server. Note that the user can select several goals and receive several short lists. After receiving a sufficient number of selected alternatives, the user has to close the applet window.
Если нажать на кнопку Save goal, то выбранная цель будет сохранена в списке в левой нижней части экрана, сохранить можно сколько угодно целей. К сохраненной цели можно потом  вернуться, выбрав ее в списке с помощью мыши и нажав кнопку Go to goal. Кнопки в левом нижнем углу экрана (стрелки вверх, вниз и косой крест) позволяют изменять порядок целей в списке и удалять их из списка. Чтобы посмотреть список вариантов, соответствующий цели, надо выбрать ее в списке и нажать кнопку Show Variants, тогда откроется новое окно со списком вариантов, наиболее близких выбранной цели.
5.4. Display of selected alternatives

An associated short list of alternatives is selected by the server. The list is provided to the user in a small time, which depends mainly on the network properties. In the example problem, four houses were selected (Figure 15)
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Figure 15

Let us compare the selected alternatives with the goal given in the first row of the table. House #7 is close to the goal, moreover, it is younger and cheaper than required, but it has a bit smaller lot-size. House #26 is a bit more distant from the goal since it is much older then desired, but it has several good features that may compensate the age. House #20 is a bit more distant from the goal, since it is more expensive and has a smaller number of bedrooms. Finally, house #15 is much more expansive, though other attributes are excellent. The user has to decide, which house is more preferable. Important that other houses can not be associated with the displayed goal.

There exist additional functions of the software: the user can select a different arrangement of criteria and squeeze the ranges. 

5.5. Arrangement and re-arrangement of criteria in the decision map 

To re-arrange the criteria, the user has to hit the “Arrangement” item of the menu in the main display. Then the following display is shown. 
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Figure 16

Here, the criteria location table is given in the left side of the picture. Figure 16 is associated with the initial arrangement of the criteria. The user has to apply the computer mouse to specify a different arrangement. It will be immediately displayed in the decision map (see, for example, Figure 17).
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Figure 17

5.6. Setting the ranges of criterion values 

Additional option is provided by squeezing the ranges of the criteria to get detailed picture. The user can do it using “Ranges” item of the main menu. The result of squeezing the criterion ranges is exemplified in Figure 18.
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Figure 18

Note the blue vertical line at all bars. It reflects the cross. The user cannot squeeze ranges in such a way that the cross disappears. Therefore, it may be needed to return to the main display and move the cross in an appropriate position.

After playing with different allocations of the criteria and different animations, the user gets sufficient knowledge of the relations among criteria at the Pareto frontier. This knowledge helps to identify one goal or several goals. 

Appendix 1. How to prepare data files for RGDB?

RGDB application server uses data files in ASCII format *.vmt. The description of the format is given in the Appendix 2. A file should be prepared in advance. One may use a text processor (Notepad, Write, MS WORD, etc.) or export  *.vmt  files as a simple text in tab delimited format from modern spreadsheets, databases, GIS, etc. (for example, MS Excel, MS Access, ArcView 2). 

Note that the maximal values in the columns must be balanced and other important requirements must be met !!!

In the framework of the current version, the number of attributes is restricted by 30. The number of screening criteria is restricted to 5.

One has to pay attention to the following important requirements:

i) the maximal number in a column should be not greater 999.999 or less than 0.1, and so you have to choose appropriate units. For example, if the population of the city equals to 234,512 persons, you have to use a new unit, namely, "thousand of persons"; therefore the number 234.5 thousands of persons must be used instead of the original number 234,512;

ii) range of the values of a criterion should be not less than 0.01 of the maximal criterion value.

iii) the information located on the first column of the data file should start with a letter;

v) numbers in the data file should not start with the point (say, <<0.005>> must be used instead of <<.005>>).

Appendix 2. Description of the  *.vmt  format

We provide an example of the *.vmt  format on the basis of the real estate problem. 

"Name","BDRMS","BATHS","LOT-SIZE","AGE","PRICE"

#,+,+,+,-,-

[NAMES],[rooms],[rooms],[acres],[years],[$th.]

HOUSE1,5,4,0.25,48,290.00

HOUSE2,5,2,0.40,22,90.00

HOUSE3,3,2,0.60,25,92.00

HOUSE4,2,1,0.30,45,42.00

HOUSE5,2,1,0.25,16,48.50

HOUSE6,2,1,0.20,34,87.50

HOUSE7,4,2,0.60,12,95.00

Comments

1. The lines are terminated by "end of string" symbol. All lines should have the same number of fields. Fields in the lines are separated by "tabulation" symbols or commas.

2. The *.vmt file consists of two parts: HEADER and DATA.

3. HEADER is comprised of one till three lines, which are placed beyond the list of alternatives. 

3.1. The first line contains the names of attributes separated by "tabulation" symbols or commas. The names may (or may not) be surrounded by quotation marks. Any name should start with letter.

3.2. The second line contains symbols  "+"  , "–", "#", separated by "tabulation" symbols or commas. Number of these symbols is equal to the number of columns in the table. Symbols indicate the direction of improvement for criterion values. If it is desirable to increase (to decrease) the criterion value, symbol "+" ("–") is placed. The "#" symbol means that the direction of improvement is not given. It must be provided in the first column. 

This line may be omitted. In this case, the symbols "#" will be taken by default for all attributes.

3.3. The third line contains the units in which attributes are measured. The units should be surrounded by square parenthesis. The first field of the line may be used for any qualitative information. 

This line with units may be omitted, too.

4. DATA contains the list of alternatives given by their attributes. The first field (column) provides verbal information on a variant, while the other fields contain the criterion values (numbers). All necessary non-digital information on alternatives should be collected in the first column, which is not supposed to be analyzed. This field should not be empty; moreover, it should start with a letter. 

5. File of data may be terminated by symbol "end of file" or by sequence of symbols "\032" 

Contacts

Additional information about the RGDB application server can be received from

    Mr. Alexander Zaitsev, email alex.zaitsev@mtu-net.ru

and 

    Prof. Dr. Alexander V. LOTOV

    Professor of State University – Higher Economic School, and

    Leading researcher of Dorodnicyn Computing Center of Russian Academy of Sciences

Address:

    Dorodnicyn Computing Center of Russian Academy of Sciences

    Vavilova street, 40, Moscow, 117967 Russia

    Phone   (7-095)-135-1209       Fax   (7-095)-135-6159

    E-mail:    LOTOV1@CCAS.RU  

    URL:        http://www.ccas.ru/mmes/mmeda/
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The first publication on Reasonable Goals method in English is 

Lotov, A.V., Bushenkov, V.A., Chernov, A.V., Gusev, D.V., and Kamenev, G.K. (1997). INTERNET, GIS, and Interactive Decision Maps, J. of Geographical Information and Decision Analysis, v.1, No 2, 

Applications of the RGDB are described in the book

A.V. Lotov, V.A. Bushenkov, and G.K. Kamenev. Interactive Decision Maps. Kluwer Academic Publishers, 2004.
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