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1. The problem of numerical solution of a linear system with a general sparse nonsingular
matrix A is still actual due to new problem settings coming from many important appli-
cations. For the iterative solution of the linear system Az = b, a preconditioner C' ~ A is
used to implicitly form the preconditioned system (AC™1)y = b, an approximate solution
of which is obtained using a Krylov subspace method (e.g., BiICGStab [1]). Thus, the k-
th iterate 2 of the method is a (nearly) optimum approximation to @ over the subspace
span{C~'b, C~TAC™1b, ..., (C~'A)*~1C~1b}. Here we consider preconditioning based
on an approximation to the coeflicient matrix via an Incomplete LU-factorization with
pivoting:

A=C+F, C' = P, LUPR (1)

where Pr, and Pp are permutation matrices, I and U are lower and upper triangular
matrices, respectively, and F is the ILU error matrix.

2. The idea of multilevel ILU algorithms for the construction of decomposition (1) can
formally be related to the so-called multigrid methods. More important, there also exists
a relation of the multilevel ILU to the triangular factorization with complete pivoting.
Note that the latter method can hardly be implemented efficiently as a matrix algorithm
(whether dense or sparse) due to a large amount of non-numerical operations involved.

The key component of the multilevel ILU (see [2] and references therein) is a recursive
construction of a 2 X 2-block splitting with a diagonally dominant leading block.

Let the current reduced matriz be initialized as A() = A, and its dimension be
n) = n. At the mth level, the scaled and reordered matrix is constructed:
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where n(™) = n(lm) + n(™+1) determines the block 2 x 2-splitting, diagonal matrices ng)

and Dggm) determine row and column norm-balancing scaling, Pjgm) and P](%m) are permu-
tation matrices, and A(lT) is a diagonal dominant matrix of the order ngm). Here we have
used the iterative evaluation of the scaling matrices [3] and the two-stage construction

of permutation matrices [3, 4]. Therefore, the current reduced matrix satisfies
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and its leading block A(lT) of the order n(lm) satisfies the diagonal dominance condition
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where 6 is a prescribed parameter. Moreover, the following additional property holds:
ATl 2 1Al k> n

Next we perform the first n(lm) steps of the Crout type ILU factorization ‘by value’ [3, 5]
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where E,(;ln), k41 < 4, arise due to ILU truncation and the absolute values of their
entries are bounded by the truncation threshold 0 < 7 < 1. The trailing block of the
error matrix arises in the equation for the evaluation of the (m + 1)th reduced matrix,
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which provides for the truncation of entries of A1) sufficiently small by the magnitude.
This construction is applied recursively until n(™+1) > 0. At each recursive step, one
obtains n(lm) consecutive rows of sparse upper triangular matrices Lg and Ug such as
PLTDLADRP]% = LsUs + Fg. A proper renumbering and rescaling of the earlier com-
puted entries of Lg and Ug converts the evaluated preconditioner to the form (1).
An interesting observation is that we do not use any sparsity optimization. Indeed,

properties (2)-(4) alone can restrict the fill-in for L and U.

3. Numerical testing has been done using a subset of 96 real unsymmetric matrices with
n > 1000 extracted from the University of Florida sparse matrix collection. Each of these
problems could be succesively solved using at least one of the two fixed parameter presets
(with 8 = 0.1 and 7 = 0.0004 or 0.00001). Note that most of these test problems cannot
be efficiently solved by the existing preconditioned iterative methods.
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