Algebraic Methods for Designing Algorithms
for Pattern Recognition and Forecasting!
Yu. L. Zhuravlev

Scientific Council on Cybernetics, Russian Academy of Sciences, and Computer Center, Russian Academy of Sciences,
ul. Vavilova 40, Moscow, 117967 Russia
e-mail: zhur@ccas.ru

S

Abstract—An algebraic approach to designing correct pattern recognition algorithms is expanded for a wider
class of finite problems. The examples of algebraic constructions for the forecasting and integer linear program-

ming are presented.

Any algorithm that solves a problem can be thought
of as a mapping of input data (initial information) onto
an answer, i.e., the value of the solution.

algorithm

Initial information answer

mapping

As is known, we can define algebraic operations
over mappings. In general, these operations yield new
mappings (algorithms). These new mappings can have
new useful properties. For example, a given set of algo-
rithms may not contain an algorithm that gives an exact
solution to a problem, whereas the closure by using cer-
tain operations can give a new mapping (algorithm) that
ensures the exact solution to the problem.

To make the proposed approach efficient, we need a
formal description of the set of allowable input data and
responses.

This approach was implemented for the algorithms
that are used in pattern recognition on the base of tem-
plates [1-3]. It provides an opportunity to develop
exact and efficient algebraic recognition methods.

It was found that similar constructions are possible
for a much wider case of so-called finite problems.

To define natural operations over mappings-algo-
rithms, it is sufficient to define a strong constraint over
the set of answers. No constraints on the set of initial
information are imposed.

Suppose that the answer in the considered set of
problems {z} is a vector of a fixed length /. The compo-
nents 1, 2, ..., I of the vector are the answers to the
questions Q,, Q,, ..., Qy; the questions are fixed for all
the problems z from {z}. Hence, the solution to each
problem z can be represented as a vector d(z) = (d(2),
dy2), ..., d(z)), where d(z) is the answer to the question
Q;inthe problemz,i=1,2, ..., L
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Definition 1. Problems z from {z} are called finite if
the set of admissible values d(z) is finite or denumera-
ble foreachi=1,2,...,1

Here are examples of finite problems:

Pattern recognition problem. A set M of acceptable
objects is a sum of a finite number of possibly overlapping
classes K, K5, ..., K;. Some information I(M, K, ..., K})
about M, K, ..., K; along with description of some §
within M are given. A pair (S, I(M, K, ..., K))) forms a
problem z. Its solution is Q(z) = O(S) = (di(2), dx2), ...,
dfz)), where d(z) is the response to the question “does
S belong to K7, j=1, ..., L. In the classical case, the
answer has three possible values: 1 (yes), 0 (no), and A
(don’t know). There are other problems with a wider
range of possible responses: O (no), 1 (unlikely),
2 (likely), 3 (very likely), 4 (yes), and A (don’t know).
More examples can be easily constructed.

Forecasting problem. Information about a process
in some phase space is given for some time interval
[0, t + At]. A set M of possible states of the process at
the moment ¢ + At is described. A realization R of the
process on the interval [0, 7] is also given. The set M is
decomposed into subsets K|, ..., K. Forexample, if m =
[O 1) then the subsets can be K, = 1=10,8), K, =g, 2¢), .

=[(l-1)e, le=1),e=1/l,€£> 0. The set ; cons1sts
of I questions {“is the state of reahzatlon Rat the moment
t + At within the class K; ’7”} j=1, ..., . The simplest ver-
sion supposes the answers ¢ ‘yes,” “no » and “don’t know.”

Integer linear programming problem. Under the
constraints

2(1” ;S i=1,...

j=1

find

n
maXZCij,
j=1

where x; are integers, j =1, ..., n.

The questions Q, . Q,,, Qi(x) are “what is the
optimal value of x;7” w1th Jj= 1, ., 1. Acceptable

answers are 0, -1, -{-1 . —k, +k, . A (don’t know).
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ALGEBRAIC METHODS FOR DESIGNING ALGORITHMS

To simplify the task, we assume that the problem has a
unique optimal plan.

Obviously, any algorithm A for solving a finite prob-
lem z is a mapping of input information /(z) onto the vec-
tor D(z) = (d,(2), ..., d(2)) of answers to the fixed ques-
tions. The set of acceptable d(z) is at most denumerable,
Jj=1, ..., 1 The following principal statement holds.

Theorem. Each algorithm-mapping A(z) for a finite
problem z can be represented as a composition of map-
pings B and C

A(z) = Bo C,
B(z) = (a\(z2), ...,a/(2)) = a(z),
C(C_l(Z)) = Cl(al(z))9 veey CI(GI(Z)),

where a(z) are numbersand i =1, ..., L.

Similar to the algebraic theory of recognition algo-
rithms, we call mappings B operators, and mappings C,
decision rules.

The rules C; in the main theorem are the simplest
decision rules. Thus, if the domain of possible values of
the answers d; is d;j, ..., d; then c; can be defined as a rule

ca) =d;, if i<a<i+]1, i=1,..,k.
The set of algorithms {A} generates a set of opera-

tors {B} and a set of decision rules {C}. Similar to {1-3],
operations over operators are defined. If B,, B,, and B

sal)hqg=12,
., a;), and d is constant, then

are operators, By(z) = a,(2) = (aj , ..
B(z) = a(z) = (a,, ..

(B, +B,)(2) = B(z) = @'(2) +@ ()

)
= (a1(2) + a1 (2), ... 4} (2) + a; (2)),

(dB)(z) = B(z) = da(z) = (da,(2), ..., a(2)), ()
(B\B,)(2) = B(2) = @' (2) 0 @°(2) -

= (a1(2)a:(2), ..., a; (2)a; (2)).

~ U ~

The operators B, B, and B are called the sum, the
product of the operators B, and B,, and the product of
B and the scalar d, respectively. Operations (1)—(3) are
associative and commutative; operation (1) is distribu-
tive with respect to (2) and (3).

The closures L{B} and 2 {B} of the set of operators
{B} with respect of operations (1), (2), and (1)-(3) are
called linear and algebraic closures of {B}, respectively.

The set L{B} consists of all possible linear forms
over the operators from {B}, and the set 2{B} consists
of all possible polynomials over the operators from {B}.

The sets A{A} = {B}{C), L{A} = L{B}{C} are
called the algebraic and linear closure of the set of
algorithms {A}.

Similar to the recognition problems [1-3]}, efficient
and optimal algorithms (in terms of exactness) for solv-
ing finite problems can be constructed in U{A} and
sometimes in L{A}.
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The construction has the following stages.

(1) A finite number of algorithms A,, ..., A, (usually
heuristic) for solving the given class of finite problems
is selected.

(2) Foreach A, i =1, ..., r, all (or some) constants
are replaced by parameters. The domain of parameters
is selected to ensure A; remains sensible. Then, each A;

enerates a set (a parametric model) of algorithms

(Ai)=§ne,~, i= 1, e I

(3) A set (model) Nt = \U_ IN; is constructed.

The algorithms A from I are represented in the form
A = BC. A set of operators JJ{! and a set of decision
rules J)(? are formed.

(4) The closures A{IN'} and L{IN'}, (A} =
(IR I2), LEIRY = L (P2}, are constructed.

(5) In the closures A{IN} and L{P1}, algorithms
that are optimal in terms of exactness are constructed
for solving finite problems, including different types of
recognition and forecasting problems.
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