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Special Sigma-Pi extensions of one class of algo-
rithms are used here for effectively constructing correct
recognition algorithms based on standard training data
in the algebraic approach to recognition problems [1].
An admissible class of algorithms is defined that trans-
form the set of original descriptions of analyzed objects
into a set of sparse vectors (internal representation) sat-
isfying one natural requirement, which can be viewed
as a variant of logical consistency of internal represen-
tations of various objects and classes. Algorithms in a
Sigma-Pi extension are multilinear forms of algorithms
from an admissible class. For a standard recognition
problem, it is shown that there exists a nonempty set of
correct algorithms from the Sigma-Pi extension of a
given finite set of algorithms from an admissible class
if it satisfies a simple easily checkable condition. The
corresponding algorithmic operators from the Sigma-Pi
extension can be constructed following a simple con-
structive learning recurrence procedure, which con-
verges in a finite number of steps.

ADMISSIBLE CLASSES OF ALGORITHMS
AND DECISION RULES

Let & be a class of analyzed objects. For each object
S e &, its standard description x(S) = (x,(S), X(5), ....
x,(S)) is defined; here, x;: - D;, where D; is the set of
all values of the ith component of the standard descrip-
tion. For each object S € &, standard data y(S) = (y,(S),
yAS), --.s ¥iu(8)) are also defined; here, y;: o E,
where E; is the set of all values of the jth component of
the standard data.

Suppose that we are given a finite training set of ana-
lyzed objects S = {5} < S, wherek=1,2,...,N;X =
{x,} is the corresponding set of standard descriptions,
where x, = X(S;); and Y = {y,} is the corresponding set
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of standard data, where y, = y(S,). Consider the prob-
lem Z(X, Y) of constructing an algorithm A such that
y(x) = A(x) on X. The algorithm A is then called correct
for the problem Z(X, Y).

Let Y be a class of algorithms Y: D; x D, X ... X
D, — KX, where K is a ring without zero divisors. Let
a finite subset of algorithms Y’ = {Y}, Y5, ..., Yx) < U
be given. We use the notation U = Y(X) = {u,}, where
u, = Y(x,).

For an arbitrary u € KK, we define the function

1, ifu+0
d(u) = .
0, ifu=0.

For an arbitrary vector u € KX, we define the function
d(u) = (O(u,), 8(uy), ..., dug)). Admissible classes of
algorithms and admissible sets of algorithms are
defined below.

Definition 1. A finite set Y’ of algorithms is admissi-
ble for X and Y if U =Y(X) and Y satisfies the admis-
sibility condition

O(uy) = S(wp) = up =Up AYE = Yy

Let X be a class of sets of standard descriptions X <
D, x D, X...xD,, Y be a class of sets of standard data
Y cE, xE, x...xE,. Denote by 3(X, ?)) the class of
problems Z(X, Y), where X € X and Y € 9).

Definition 2.  is an admissible class of algorithms
for X and ) if, for any pair of finite sets of standard
descriptions X € X and standard data Y € ¥), there
exists a finite admissible subset of algorithms Y < .

Let dr: K" — E, X E, x...x E,, be a decision rule.

Definition 3. A decision rule dr is admissible for Y
if, for any vectors € [K™, any values 0 #p, e K (1 <¢<
[), and any element y € Y, there exist vector weights
w,e K" (r=1,2, ..., m) that solve the equation

dr(s+p,w,+...+pw,) =y.

Let us define the class of decision rules W that are
admissible for ?).
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Definition 4. A class of decision rules h is admissi-
ble for 9) if, for any Y € ¥), there exists a decision rule
dr € R that is admissible for Y.

ORDERED SPARSE DESCRIPTIONS
OF OBJECTS

A vector u = (i, Uy, ..., Ug) is sparse if there is an
index 1 <i < K such that «; = 0. Let I = {i;} be a
sequence of multi-indices, i, {1, 2, ..., K}. For defi-
niteness, we assume that the indices in i, are arranged
in increasing order.

Definition 5. A sequence U is ordered relative to
zeros (briefly, zero-ordered) with respect to I if for any
pair j < k, there exists an index i € i, such that u; =0
and u;; # 0.

Ifi, ={1,2, ..., K} forall £, then {u,} is said to be
ordered relative to zeros. For example, any sequence
{u,} < {0, 1}" not containing identical vectors can be
ordered relative to zeros. Let {c,} be an arbitrary
sequence of vectors from [KX that contains no sparse
vectors, and let {u,} be ordered relative to zeros. Then
the sequence {c¢; © u,}, where © denotes the compo-
nentwise multiplication of vectors, is ordered relative to
ZEros.

Let Uand Y be sets satisfying the admissibility con-
dition. Then U = {u,} consists of sparse vectors (except
for possibly one vector) and is ordered relative to zeros.

For an arbitrary U that is ordered relative to zeros,
we denote by J(U) the set of all sequences of multi-
indices I such that U is zero-ordered with respect to 1.

ALGORITHMIC Sigma-Pi OPERATORS
AND Sigma-Pi EXTENSIONS

Let K be a ring with no zero divisors, for example,

Z, (p is a prime number), GF (p"), R, or C.

We define Sigma-Pi functions having the represen-
tation

N
sp(u) = 8(u)+ Y w,p(u,iy),

k=1

where O(u) is an arbitrary function from KX to [K,

W e K,
p(u,ip) = JJus

i€ i

and p(u, @) = 1. The class S consists of algorithmic
Stgma-Pi operators that can be represented as a compo-
sition of the form

spo = dr o sp(u),
sp(u) = (sp,(u), spy(), ..., sp,(u)),
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where dr € N and sp,(u), sp,(u), .... sp,(u) are Sigma-
Pi functions.

Definition 6. The Sigma-Pi extension ©%8 () of a
set of algorithms Y = {Y,, Y, ..., Y} is the following
set of algorithms:

SP(Y) = {spoo Y:spoc DV,

Theorem. Let Y € N be a finite set of algorithms
that is admissible for X and Y, and let dr € N\ be a deci-
sion rule that is admissible for Y. Then one can con-
struct an algorithmic Sigma-Pi operator spo e S(Y)
such that spo oY is correct for X and Y.

The corresponding algorithmic Sigma-Pi operator
can be constructed by using a recurrence learning proce-
dure based on U and Y, whose elements are previously
reordered so that U becomes zero-ordered with respect to
some sequence of multi-indices I € I(U) [2, 3]. In the
general case, one can construct a set of such Sigma-Pi
operators by using various I. To reduce the complexity
of algorithmic operators, it is possible to use a proce-
dure for constructing minimal (with respect to <)
sequences of multi-indices I € JI(U) [2, 4], where

I'cI"if i i) forany k and there is at least one & such
that i, c iy .
Definition 7. The Sigma-Pi extension ©%8() of a

class 2 of admissible algorithms is the following class
of algorithms:

SPAN) = {spooT:spoe S, Y U}.

Theorem. If a class N of algorithms is admissible
for X and ?) and if a class N of decision rules is admis-
sible for ), then the Sigma-Pi extension S3(2) is cor-
rect for the class of problems (X, ?)).

ALGORITHMIC SIGMAZ?-PI OPERATORS

Let U be ordered relative to zeros, and let 1. (U) be a
set of multi-indices i such that, for any j <k, there exists
i such that u; = 0 and u;; # 0. For [, ¢ I,(U), we define
functions of the form

spni(u, I}) = fospi(m, 1),

spe(w, I) = Y ¢ - pn(u,i),

iel,

where fis an arbitrary function from K to K such that
fs)=0s5=0,¢ e K spuy, [,) #0, and

pn(u’ i) = §&i° P(“ai),

where g; are arbitrary functions from K to [K such that
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gi(s) = 0 © s = 0. Consider functions of the form

N

Sp(u) = B(u)+ Y wispn(u, ).

k=1

Define the class @28 of algorithmic Sigma?-Pi-opera-
tors of the form

Spo(u) = dr o Sp(u),
Sp(u) = (Spl(u)’ SpZ(“)v LR Spl\'(u))

Definition 8. The Sigma®-Pi extension &*1(Y) of a
given set Y of algorithms is the following set of algo-
rithms:

S™B(Y) = {Spo o Y: Spoe S V1.

Theorem. Let Y < N be a finite set of algorithms
that is admissible for X and Y, and let dr € N be a
decision rule that is admissible for Y. Then one can
construct an algorithmic Sigma®-Pi operator Spo €

52‘%‘(1') such that Sp o Y is correct for X and Y.

The corresponding generalized Sigma-Pi operator
can be constructed by using a similar constructive
learning procedure based on U and Y, whose elements
are previously reordered so that U becomes ordered
relative to zeros. In the general case, it is possible to
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construct a set of such generalized Sigma®-Pi operators
by using various sets {1,}.

Definition 9. The SigmaZ2-Pi extension &2%() of
a class Y of admissible algorithms is the following
class of algorithms:

SR = {spooY:spoe S, YA}

Theorem. If a class N of algorithms is admissible
for X and ?) and if a class N of decision rules is admis-
sible for ?), then the Sigma®-Pi extension S () is
correct for the class of problems (X, ¥)).
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