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Abstract

 

—The methods of increasing efficiency of the recognition, classification, and prediction procedures
based on the combinatorial (logical) analysis of initial information are discussed.
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INTRODUCTION

Combinatorial (logical) analysis of a feature space
of high dimensionality measured by tens or even hun-
dreds of features (when the number of learning objects
is comparatively low) is the principal problem in pat-
tern recognition. In this context, the fundamental prob-
lem of constructing fragments of descriptions of
objects, which, in a sense, have extreme properties, is
brought about. These fragments should reflect a certain
regularity in descriptions of learning objects; they can
play the role of elementary classifiers and allow one to
classify new objects. Methods of logical analysis are
especially efficient in the case of integral information
when the number of the allowed values is low [4, 13].

This paper presents the results of analysis of imple-
mentation complexity of discrete recognition proce-
dures. New approaches that allow one to enhance the
quality of recognition procedures are also considered.

BASIC RESULTS

The method considered involves some difficulties
related to computational complexity caused by an
exhaustive search. Generally, this problem can be
reduced to construction of coverings of Boolean and
integer matrices, i.e., to the search for admissible and
maximal conjunctions of logical functions. The process
of constructing irreducible coverings (maximal con-
junctions) is especially difficult.

The methods for constructing coverings of Boolean
matrices have a crucial role here. These methods can be
easily modified for constructing coverings of a more
general type, they can be used directly, and they are
more frequently demanded in practice. Also, a number
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of important problems in the framework of a discrete
approach, such as a decrease in the modality of initial
information [5] and synthesis of logical correctors on
the basis of elementary classifiers [6], are directly con-
nected with the problems of development of effective
methods for constructing coverings of Boolean matri-
ces.

An algorithm with a polynomial delay for construct-
ing irreducible (0, …, 0) coverings of a Boolean matrix
was introduced in [3, 10]. This algorithm is a modifica-
tion of the algorithm with a polynomial delay devel-
oped in [1, 2] for approximate solution of the same task
based on the search for all unitary submatrices of the
initial matrix. Both algorithms have a common disad-
vantage: repeating steps. When the number of matrix
columns 

 

n

 

 is greater in order than the number of rows

 

m

 

, the number of steps in each algorithm almost always
asymptotically coincide with the number of irreducible
(0, …, 0) coverings (for almost all Boolean matrices of
dimensionality 

 

m

 

 

 

×

 

 

 

n

 

) at 

 

n

 

  

 

∞

 

. Theoretical estimates
of complexities of approximate and exact algorithms
were also worked out for other cases. Experiments with
random matrices were performed.

Computational complexity and quality of logical
procedures of recognition are traditionally connected
with metric (quantitative) characteristics of the class of
elementary classifiers. For example, a typical number
of elementary classifiers and a typical length of an
elementary classifier better allow us to evaluate the
computational resources required, optimize computer
memory, and, thus, lower the requirements for hard-
ware during implementation of recognition-procedure
programs. Investigations into the metric properties of
the class of elementary classifiers are based on calcula-
tion of the asymptotic estimate of typical values of the
number of (irreducible) 

 

σ

 

-coverings and the length of
the (irreducible) 

 

σ

 

-covering of the integral matrix.
These investigations are also based on the calculation
of similar estimates for specially constructed submatri-
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ces (

 

σ

 

-submatrices). The following results were
obtained.

In [1, 2, 4, 13], the case where number of matrix
rows 

 

m

 

 is less than number of columns 

 

n

 

 was consid-
ered. It was shown that the number of irreducible cov-
erings of the integral matrix almost always coincides
asymptotically with the number of 

 

σ

 

-submatrices and
is less than the number of coverings (for almost all
matrices of dimensionality 

 

m

 

 

 

×

 

 

 

n

 

) at 

 

n

 

  

 

∞

 

. On this
ground, an asymptotically optimal algorithm was
designed for the search of irreducible coverings of the
integral matrix.

In [8, 11], quite an opposite case was considered: the
case where the number of rows in a matrix is greater
than the number of its columns. The asymptotics of the
typical values of the number of the 

 

σ

 

-submatrices and
the rank of the 

 

σ

 

-submatrix were obtained similarly.

In [7], asymptotic estimates for the typical value of
the number of (irreducible) 

 

σ

 

-coverings and the length
of (irreducible) 

 

σ

 

-coverings close to minimal were
obtained. It was shown that the number of (irreducible)

 

σ

 

-coverings of a length no greater than log

 

k

 

m

 

 –
log

 

k

 

lnlog

 

k

 

m

 

 – 1 almost always coincide asymptotically
with the number of (irreducible) 

 

σ

 

-coverings of length
[log

 

k

 

m

 

 – log

 

k

 

lnlog

 

k

 

m

 

 – 1] at 

 

n

 

  

 

∞

 

.

In [9], the asymptotic estimate of a logarithm of the
typical number of the irreducible 

 

σ

 

-coverings was
obtained for 

 

n

 

 

 

≤

 

 

 

m

 

.

The estimates listed above were used for studying
metric properties of disjunctive normal forms of logical
functions.

The pressing problem now is improvement of the
quality of pattern recognition and classification by
using sets of allowed feature values, which are not
included in the description of learning objects of the
class. Such sets characterize the class on the whole and,
thus, are more informative than sets used traditionally.

In [7, 8, 11], new models of recognition and classi-
fication algorithms based on the concept of nonoccur-
rence of sets of allowed feature values were con-
structed. Under certain conditions it was demonstrated
that the algorithms described have an advantage over
classical logical algorithms of recognition and classifi-
cation based on calculation of the Hamming interval.

Noisy features and noisy objects lying on the class
boundaries contribute to deterioration of recognition.
Noisy features generate a large amount of unique ele-
mentary classifiers. These elementary classifiers are
uncommon in the class, which they represent; there-
fore, they are hardly significant. The presence of
boundary objects decreases the number of short frag-
ments, which discriminate objects of different classes.

In [8, 11, 12], methods of improving the efficiency
of discrete algorithms, based on the selection of typical
feature values, typical objects, and informative zones in

 

each class, are considered. Preliminary analysis of ini-
tial information allows us to decrease the influence of
noisy features and to upgrade the recognition algorithm
if the learning sample contains many objects lying on
the boundary between classes. Here, by quality of rec-
ognition we mean quality of an algorithm obtained out-
side the learning sample. This quality is estimated by
the quantity of objects correctly recognized during the
cross-validation process.

Application of logical (discrete) procedures in the
case where part of the information is presented by real-
valued features (or integral-valued features of the high
modality) can be highly difficult. To overcome this
problem, correct encoding of initial information is
used. By correct encoding we mean data transformation
that differentiates between descriptions of learning
objects from different classes. The problem can be
reduced to constructing a special Boolean matrix by
using the learning sample.

In [5], methods for correct encoding and calculating
the estimate of encoding quality are obtained on the
basis of analysis of information density (typicality) of
feature values in the encoded learning sample.
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