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Foreword

The fourth International Conference “Computer algebra”

http://www.ccas.ru/ca/conference

is organized in Moscow from 28 to 29 June 2021 jointly by the Dorodnicyn Computing Centre
(Federal Research Center “Computer Science and Control”) of Russian Academy of Science
and the Russian University of Peoples’ Friendship.

The first, second and third conferences were held in Moscow in 2016, 2017 and 2019:

http://www.ccas.ru/ca/conference2016,
http://www.ccas.ru/ca/conference2017,
http://www.ccas.ru/ca/conference2019.

Computer algebra algorithms are focused on the exact solutions of mathematical and
applied problems using a computer. The participants of this conference present new results
obtained in this field.

Program and Organizing Committees of the conference



Contents

Invited talks

Bruno A.D., Batkhin A.B. Level lines of a polynomial in the plane . . . . . . 11
Gerhard J. What’s new in Maple 2021 . . . . . . . . . . . . . . . . . . . . . . . 15

Contributed talks

Abramov S.A., Barkatou M.A., Petkovšek M. On infinite sequences and
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Level Lines of a Polynomial in the Plane

A.D. Bruno1, A.B. Batkhin1,2

1Keldysh Institute of Applied Mathematics of RAS, Russia
2Moscow Institute of Physics and Technology, Russia

e-mails: abruno@keldysh.ru, batkhin@gmail.com

Abstract. We propose a method for computing the position of all level lines of
a real polynomial in the real plane. To do this, it is necessary to compute its
critical points and critical lines (there are finite number of them), and then its
critical values of the polynomial. Now finite number of critical levels and one rep-
resentative of noncritical level corresponding to a value between two neighboring
critical ones enough to compute. Software for these computations is discussed.
A nontrivial example is considered.

Keywords: polynomial, critical point, critical curve, level line

1. Introduction

Let X = (x1, x2) ∈ R2. Consider the real polynomial f(X). For a constant c ∈ R, the curve
in the plane R2

f(X) = c (1)

is the level line of the polynomial f(X).
Our task is to describe all level lines of the polynomial f(X) on the real plane X ∈ R2.

Let C∗ = inf f(X) and C∗ = sup f(X) for X ∈ R2. The main result is as follows:
Theorem 1. There is a finite set of critical values of c:

C∗ < c∗1 < c∗2 < · · · < c∗m < C∗, (2)

to which there correspond the critical level lines

f(X) = c∗j , j = 1, . . . ,m, (3)

and for c values from each of the m+ 1 intervals

I0 = (C∗, c
∗
1) , Ij =

(
c∗j , c

∗
j+1

)
, j = 1, . . . ,m− 1, Im = (c∗m, C

∗) (4)

level lines are topologically equivalent. If C∗ = c∗1 or C∗ = c∗m, there are no I0 or Im intervals.
Therefore, to identify the location of all level lines of the polynomial f(X) we need to

find all critical values c∗j , figure m of critical level lines (3) and one level line each for any
value c of m + 1 interval (4). The way to compute these level lines is described in [1] and
partly in [2, Ch. I, § 2] using power geometry. The local structure of the polynomial level
lines was considered in [2, Ch. I, § 3]. Here some results from [2, Ch. I, § 3] are extended.

2. Critical points and critical lines

A pointX = X0 is called simple for a polynomial f(X) if at least one of the partial derivatives
∂f/∂x1, ∂f/∂x2 is non-zero in it.

11



Definition 1. Point X = X0 for a polynomial f(X) is called critical of order k if at the
point X = X0 all partial derivatives of f(X) to order k are zero, that is, all

∂lf

∂xi1∂x
j
2

(X0) = 0, 1 6 i+ j = l 6 k,

and at least one partial derivative of order k + 1 is non-zero.
Definition 2. Line

g(X) = 0 (5)

is called critical for a polynomial f(X) if

1. it lies on some level line (1) and

2. on it ∂f/∂x1 ≡ 0, or ∂f/∂x2 ≡ 0.

Values of the constant c = f(X) at critical points X = X0 and at critical lines (5) are
called critical and denote c∗j according to (2).

3. Local and global level line analysis

Near the point X = X0 we will consider analytic invertible coordinate substitutions

yi = x0
i + ϕi

(
x1 − x0

1, x2 − x0
2

)
, i = 1, 2, (6)

where ϕi are analytic functions of X −X0.
Lemma 1. [2, Ch. I, § 3] If the point X0 is simple and it has ∂f/∂x2 6= 0, then there
exists a substitution (6) that transforms equation (1) into the form

f(X) = y2 = c. (7)

Level lines (7) are lines parallel to the y1 axis.
Consider solutions to the equation (1) near the critical point X0 = 0 of order 1. Then

f(X) = f0 + ax2
1 + bx1x2 + cx2

2 + . . .

The discriminant ∆ of the written above quadratic form is ∆ = b2 − 4ac.
Lemma 2. [2, Ch. I, § 3] If at the first-order critical point X0 = 0 the discriminant
∆ 6= 0, then there exists a substitution (6) that reduces equation (1) to the form

f(X) = f0 + σy2
1 + y2

2 = c, (8)

where σ = 1 (if ∆ < 0) or σ = −1 (if ∆ > 0).
Lemma 3. If at the first-order critical point X0 = 0 the discriminant ∆ = 0, then there is
a substitution (6) that brings the equation (1) to the form

f(X) = f0 + y2
2 + τyn1 = c, (9)

where the integer n > 2 and the number τ ∈ {−1, 0,+1}.
The expressions (8) and (9) are normal forms of the polynomial f(X) near its critical

point of the first order X0 = 0. Now let the critical point X0 = 0 be of order k > 1.
According to [1, p. 5], its corresponding level line either has no branches going to the critical
point X0 = 0, or has several such branches. In the first case, the critical level line consists

12



of this point X0 = 0, and other level lines are closed curves around it and correspond to one
sign of the difference c− f(X0).

In the second case, the critical level line consists of a finite number of branches of different
multiples entering the critical pointX0 = 0. They divide the vicinity of this critical point into
curvilinear sectors. The remaining level lines fill these sectors, remaining at some distance
from the critical point X0 = 0. In neighboring sectors, they correspond to different signs of
the difference c− f(X0) if the branch separating them has odd multiplicity, and to one sign
of this difference if the branch separating them has even multiplicity.
Lemma 4. For all values of constant c from one of the m + 1 intervals (4) the level lines
(1) are topologically equivalent.

Theorem 1 follows from Lemmas 1–4 and the properties of level lines near the critical
point X0 = 0 of order k > 1 described above.

4. Building level line sketches

To build a level line sketch, you can use any computer algebra system that has programs for
building isolines (isosurfaces) for two- or three-dimensional scalar fields. These programs use
different computational algorithms based on finite elements that triangulate some part of the
plane (usually with triangular or square finite elements). Then the function values (1) in the
vertices are calculated and interpolated over the whole finite element. Such algorithms deal
well with the situation when the level line has no singularities. The presence of singularities
makes us significantly reduce the partitioning step and, accordingly, increase the volume of
calculations.

In some cases it is possible to improve the quality of the level line sketch if for a certain
value of c the equation (1) can be factored into multipliers and zeros of those multipliers
(or part of them) define an algebraic curve of genus 0. In this case we can compute a
rational parametrization of such a curve, and use it to construct a sketch with any accuracy.
The package algcurves of Maple does a good job with such a problem. This package, in
particular, allows to study planar algebraic curves. It can be used to represent a sketch of
the curve f(x1, x2) = 0 by numerically integrating the corresponding differential equation
∂f

∂x1

+
∂f

∂x2

· dx2

dx1

= 0 for some set of initial conditions, defined by points where at least one

partial derivative of the function f(x1, x2) is zero. Using this package to study a set of curves
with different orders of singularities showed that in the case of high-order singularities, the
quality of the sketch is not very high.

5. Example

Consider computing the level lines of the polynomial

f(X) =x5
1 + 2x4

1x2 + 4x4
1 + x3

1x
2
2 + x3

1x2 + 4x3
1 + x2

1x
3
2 − 6x2

1x
2
2−

− 12x2
1x2 + 2x1x

4
2 + x1x

3
2 − 12x1x

2
2 − 12x1x2 + x5

2 + 4x4
2 + 4x3

2.
(10)

Here C∗ = −∞, C∗ = +∞. They are reached at x1 = 0.
To compute the critical points, we will use the Gröbner basis for the system consisting of

the polynomial itself (10) and its two partial derivatives on the variables x1, x2, choosing the
lexicographic order of the variables as x1 < x2 < c. The first polynomial of the computed
basis is g1 = c (c+ 1) (3125c2 + 56736c+ 54000). Among its roots, we select those critical
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values c∗j for which the corresponding values are real:

c∗ ∈
{
−
(

28368 + 3036
√

69
)
/3125,−

(
28368− 3036

√
69
)
/3125, 0

}
.

The value c∗1 ≈ −17.1478 corresponds to the critical point (x
(1)
1 = x

(1)
2 = (3+

√
69)/10). It

has the discriminant ∆ ≈ −14221.2 < 0 and is isolated. The value c∗2 ≈ −1.0077 corresponds

to the critical point (x
(2)
1 = x

(2)
2 = (3 −

√
69)/10). It has the discriminant ∆ ≈ 1.3415 > 0

and two branches passing through it. The value c∗3 = 0 corresponds to the critical point

(x
(3)
1 = x

(3)
2 = 0). Here the discriminant ∆ ≈ 144 > 0 and two branches pass through it.

Finally, at c∗3 = 0 there is a critical line x1 + x2 + 2 = 0.
The critical level lines for the polynomial (10) are shown in Figure 1. The critical points

X(1), X(2) and X(3) = 0 and the critical line x1 + x2 + 2 = 0 are shown as bold. The level
line for the critical value c∗1 ≈ −17.14 is shown as dash-dotted line. The level line for the
critical value c∗2 ≈ −1 is shown as dashed line. It has three components: an oval in the
first quadrant, two intersecting branches above the critical line, and one curve below it. The
level line for the critical value c∗3 = 0 is shown as a solid line. It consists of two components:
the critical straight line and the Descartes folium. Four types of non-critical level lines are
easily recovered as lying entirely between adjacent critical ones. They are shown in Fig. 1
as dotted lines for c = −25 and c = 25.

Figure 1. Level lines of the polynomial (10).

References
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What’s New in Maple 2021

J. Gerhard1

1Maplesoft, Canada

e-mail: jgerhard@maplesoft.com

Abstract. We will give an overview over the new features of Maple 2021, in-
cluding limits and asymptotic expansions, automatic plotting domain and range
selection, a new Student:-ODEs package, approximate polynomial algebra, and
improved LaTeX export.

Keywords: Maple 2021, computer algebra system
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On Infinite Sequences and Difference Operators

S.A. Abramov1,2, M. A. Barkatou3, M. Petkovšek4

1Dorodnicyn Computing Center, Federal Research Center
“Computer Science and Control” of RAS, Russia

2Faculty of Computational Mathematics and Cybernetics, Moscow State University, Russia
3University of Limoges ; CNRS ; XLIM UMR 7252 ; MATHIS, France
4University of Ljubljana, Faculty of Mathematics and Physics, Slovenia

e-mail: sergeyabramov@mail.ru, moulay.barkatou@unilim.fr, Marko.Petkovsek@fmf.uni-lj.si

Abstract. Some properties of linear difference operators whose coefficients have
the form of infinite two-sided sequences over a field of characteristic zero are
considered. In particular, it is found that such operators are deprived of some
properties that are natural for differential operators over differential fields. In
addition, we discuss decidability of certain problems arising in connection with
the algorithmic representation of infinite sequences.

Keywords: linear difference operators, infinite sequences, dimension of solution
spaces

1. Introduction

The need to consider linear difference operators with coefficients in the form of sequences
(or of equivalence classes of sequences) arises, in particular, in connection with the universal
Picard-Vessiot extensions of difference fields (cf. [3]). The point that difference-ring exten-
sions of difference fields have to be considered in this context was first noticed by C. H. Franke
in [2]. Thus questions arise naturally about properties of difference operators having their
coefficients in a difference ring.

It is not surprising that difference operators over rings, in particular, over rings of se-
quences, lack some properties, enjoyed by differential operators over differential fields (cf. [3,
Appx. A] or [5]). Below, we present some such properties, and demonstrate undecidability
of several problems related to linear difference operators with sequences as coefficients.

2. Preliminaries

In the sequel, R denotes the ring QZ of two-sided sequences having rational-number terms,
with termwise addition and multiplication, and σ is the shift operator on R defined by
(σc)(k) = c(k+1) for all k ∈ Z. Clearly, σ is an automorphism of R, and the field of rational
numbers Q is the field of constants of R. For any k,m ∈ Z, m ≥ 1, define δk, ωm ∈ R by

δk(n) =

{
1, n = k,

0, otherwise,
ωm(n) =

{
1, n ≡ m (mod m+ 1),

0, otherwise.

The ring R[σ] is the ring of linear difference operators with coefficients in R. The order
of L ∈ R[σ], denoted by ord L, is the non-negative integer equal to the degree of the (skew)
polynomial L in σ; conventionally, ord 0 = −∞. For L ∈ R[σ], the Q-linear space of all
f ∈ R s.t. L(f) = 0 will be denoted by VL.
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3. On dimension of solution spaces

3.1. A useful lemma

Lemma 1. Let L ∈ R[σ] have order m ∈ N. If there are a two-sided sequence f ∈ VL
and a one-sided sequence of indices ν ∈ ZN such that

1. ∀n ∈ Z, n ≥ ν0 : (f(n) 6= 0 ⇐⇒ ∃k ∈ N : n = νk), and

2. ∀k ∈ N : νk+1 ≥ νk +m+ 1,

then dimVL =∞.

Example 1. Let L =
∑m

i=0 ak(n)σk ∈ R[σ] be such that (L (ωm))(n) = 0. As ωm((m +
1)k) = ωm((m+ 1)k + 1) = · · · = ωm((m+ 1)k +m− 1) = 0 and ωm((m+ 1)k +m) = 1 for
all k ∈ Z, it follows that for each n ∈ Z and i ∈ {0, 1, . . . ,m} exactly one term ωm(n + i)
is nonzero, namely that for which n = (m + 1)k + m − i for some k ∈ Z. Hence ωm ∈ VL
implies that ai((m + 1)k + m − i) = 0 for all k ∈ Z and i ∈ {0, 1, . . . ,m}. Now it is not
difficult to see that δ(m+1)k+m ∈ VL for all k ∈ Z. Since {δ(m+1)k+m; k ∈ Z} is an infinite
Q-linearly independent subset of R, it follows that dimVL =∞.

3.2. Annihilating operators

Proposition 1. For any positive integer m there exist f1, . . . , fm ∈ R such that if for
some L ∈ R[σ] \ {0}, ord L ≤ m, the equalities

L(fi) = 0, i = 1, . . . ,m,

hold then dimVL =∞.
Proof. This is a consequence of Lemma 1. For example, any f1, . . . , fm ∈ R such that

f1 = ωm possess the stated property.

Recall that in the differential case we can find an operator L, ord L ≤ m, annihilat-
ing given f1, . . . , fm such that dimVL equals the maximum number of linearly independent
elements of the set {f1, . . . , fm}.

Note that an even stronger form of the statement of Lemma 1 is possible:

Lemma 1∗. There exist sequences such that if an operator L of arbitrary order annihi-
lates any one of them, then dimVL =∞.

Accordingly, the statement of Proposition 1 can be strengthened as well by skipping the
restriction ordL ≤ m.

3.3. Least common left multiple

Definition 1. For L1, L2 ∈ R[σ], we define lclm(L1, L2) as the set of all operators
L ∈ R[σ] such that

• L 6= 0,

• L is a common left multiple of L1 and L2,

• there is no operator M such that M 6= 0, M is a common left multiple of L1 and L2,
and ord M < ord L.
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Note that it is possible that for some L1, L2 ∈ R[σ] their only common left multiple is 0.

Example 2. Consider two operators of order 0: L1 = c = ω1, i.e., c(2k) = 0, c(2k+1) = 1
for all k ∈ Z, and L2 = d = σ(ω1), i.e., d(2k) = 1, d(2k + 1) = 0 for all k ∈ Z. It is easy to
see that the only common left multiple of c and d is the zero sequence.

Proposition 2. There exist first-order operators L1, L2 such that

(i) dimVL1 = dimVL2 = 1,
(ii) there exists a second-order common left multiple L of L1, L2,
(iii) for any common left multiple M of L1, L2 with ord M ≤ 2, we have dimVM =∞.

It follows from Proposition 2 that for L ∈ lclm(L1, L2), the equality

VL = VL1 + VL2 (1)

need not hold in general.
Recall that in the differential case, when L1, L2 are two operators over a differential field

K, equality (1) holds if we consider solutions from a Picard-Vessiot extension of K. Similarly,
this holds also in the case of differential systems (see [1]).

In the scalar difference case, equality (1) is valid if the coefficients belong to a difference
field possessing some special properties (cf. [4]).

4. Some undecidable problems

The problem of representing infinite sequences is an important one in computer algebra.
A general formula for the n-th element of a sequence is not always available, and may even
not exist. A natural way for representing a sequence is by an algorithm for computing its
elements from their indices. We will call the sequence computable if such an algorithm exists.
The algorithmic representation of a sequence is, of course, not unique, which is one of the
reasons for undecidability of the zero-testing problem for computable sequences.

4.1. A consequence of a classical result by Turing

Below, we discuss some undecidable problems related to operators with coefficients in R.
Their proofs are, in general, based on the following consequence of the well-known Turing’s
result [6] on undecidability of the halting problem:

Let S be a set with two or more elements, such that there exists an algorithm to test
for equality of any two given elements from S. Then there exists no algorithm to de-
cide whether a given computable sequence, either one-sided (c(0), c(1), c(2), . . . ) or two-sided
(. . . , c(−1), c(0), c(1), . . . ), has all of its elements equal to a given u ∈ S; the same holds for
the question of whether such a sequence has none of its elements equal to a given u ∈ S.

4.2. On testing for invertibility and divisibility in R[σ]

Lemma 2. The question of whether a given computable sequence c ∈ R and a given
nonnegative integer r satisfy the statement

∃k ∈ N ∀n ∈ Z : c(n)c(n+ r)c(n+ 2r) . . . c(n+ kr) = 0

is undecidable.
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Proposition 3. There exists no algorithm for testing for an arbitrary L ∈ R[σ] \ {0}
whether L is invertible in R[σ] or not.

Remark 1. For each integer r ≥ 0, there is an invertible operator Lr ∈ R[σ] of order r.
Indeed, let 1 denote the sequence all of whose elements are equal to 1. If r = 0 then L0 = 1
is invertible since 1 · 1 = 1. Otherwise, Lr = δ0(n)σr + 1 is invertible since

(δ0(n)σr + 1)(−δ0(n)σr + 1) = −δ0(n)δ0(n+ r)σ2r + 1 = 1.

Proposition 4. There exists no algorithm for testing for arbitrary L1, L2 ∈ R[σ] \ {0}
whether L1 is right-divisible by L2 in R[σ].

Proof. If such an algorithm existed then one could use it to test for invertibility of
a given L ∈ R[σ]\{0}. Indeed, take any M ∈ R[σ]. If L is invertible then M = ML−1L and
M + 1 = (M + 1)L−1L are both right-divisible by L. Conversely, if there are A,B ∈ R[σ]
s.t. M = AL and M + 1 = BL then 1 = (B − A)L, so L is invertible. Thus, L is invertible
iff M and M + 1 are both right-divisible by L, and one could use this to test for invertibility
if one could test for divisibility from the right. But by Proposition 3, this is impossible.

4.3. On the existence of a nonzero common left multiple

Here we discuss the problem of possibility or impossibility of algorithms for testing for the
existence of a nonzero common left multiple of two given operators L1, L2 ∈ R[σ].

Notice that the impossibility of a general algorithm for this problem can be shown easily
by considering the case of zero-order operators, i.e., the case of sequences.

Proposition 5. Let r, s,∈ N. There is no algorithm for testing the existence of a non-
zero common left multiple of two given operators L1, L2 ∈ R[σ], ord L1 = r, ord L2 = s.

As a consequence we get the following: There is no algorithm for testing the existence of
a non-zero common left multiple of two given operators L1, L2 ∈ R[σ].
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Abstract. Quadratization, that is a transformation of an ODE system with
polynomial right-hand side into an ODE system with at most quadratic right-
hand side via the introduction of new variables, has been recently used for model
order reduction, synthesis of chemical reaction networks, and numeric algorithms.
We will discuss some recent results on optimal (i.e. with the smallest number of
variables) quadratizations: a practical algorithm for finding optimal monomial
quadratizations and some results on arbitrary quadratizations of scalar ODEs.
We will conclude with a list of open problems.

Keywords: differential equations, quadratization, order reduction, combinato-
rial optimization

Introduction to quadratization

The quadratization problem is, given a system of ordinary differential equations (ODEs) with
polynomial right-hand side, transform it into a system with at most quadratic right-hand
side. We give a formal definition below, but start with a simple example of a scalar ODE:

x′ = x5. (1)

The right-hand side has degree larger than two but if we introduce a new variable y := x4,
then we can write:

x′ = xy, and y′ = 4x3x′ = 4x4y = 4y2. (2)

The right-hand sides of (2) are of degree at most two, and every solution of (1) is the x-
component of some solution of (2). Such a transformation has recently appeared in model
order reduction algorithms [4, 7, 8], in synthesis of chemical reaction networks [6], and in
solving differential equations numerically [5].

Definition. Consider a system of ODEs

x′1 = f1(x̄), . . . , x′n = fn(x̄), (3)

where x̄ = (x1, . . . , xn) and f1, . . . , fn ∈ C[x]. Then, a list of new variables

y1 = g1(x̄), . . . , ym = gm(x̄), (4)

is said to be a quadratization of (3) if there exist polynomials h1, . . . , hm+n ∈ C[x̄, ȳ] of
degree at most two such that

• x′i = hi(x̄, ȳ) for every 1 6 i 6 n;

• y′j = hj+n(x̄, ȳ) for every 1 6 j 6 m.
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The number m will be called the order of quadratization. A quadratization of the smallest
possible order will be called an optimal quadratization.

Definition. If all the polynomials g1, . . . , gm are monomials, the quadratization is called a
monomial quadratization. If a monomial quadratization of a system has the smallest possible
order among all the monomial quadratizations of the system, it is called an optimal monomial
quadratization.

Our results

In our recent paper [2] we design and implement an algorithm for finding an optimal mono-
mial quadratization for a given ODE system. This is a combinatorial optimization problem
with an infinite search space (the set of all new monomial variables). The prior approaches
to this computation (e.g., [3, 4, 6]) restricted themselves to the new variables which are
monomials of the form xd11 · . . . · xdnn such that

di 6 max
16j6n

deg
xi

fj.

It is known that one can always find (not necessarily optimal) monomial quadratization of
this form. This restriction allowed to use powerful techniques based on the SAT-solvers. We
have designed an algorithm based on the branch-and-bound approach and not relying on
this restriction, and used it to show that allowing monomials of arbitrary degrees makes it
possible to find much better quadratizations for some of the benchmarks. Therefore, our
algorithm is the first practical algorithm for monomial quadratization with the optimality
guarantees. We implemented the algorithm in Python, the implementation is available
at https://github.com/AndreyBychkov/QBee.

Once we have a practical algorithm for finding an optimal monomial quadratization, it
is natural to ask can we find a more optimal quadratization if we allow new variables to take
a more general polynomial form? The first step towards answering this question was made
in [1] for scalar ODEs, that is equations of the form x′ = p(x), where p is a polynomial. The
main results of this paper are:

1. Full characterization is given of polynomials p(x) such that the equation x′ = p(x) can
be quadratized using only one new variable. It is shown that, for any number N , one
can find such p(x) that the optimal monomial quadratization will be of order at least
N while the optimal quadratization will be of order one.

2. Every equation x′ = p(x) with deg p 6 6 can be quadratized with only two new
variables. This is not true for monomial variables (one may need three) and the form
of these new variables is quite nontrivial (was obtained using Gröbner bases). More
precisely, an equation

x′ = p6x
6 + p5x

5 + p4x
4 + p3x

3 + p2x
2 + p1x+ p0

with p6 6= 0 can be always quadratized with the following two new variables

z1 := ( 6
√
p6 · x+ p5

6· 6
√
p56

)5 + (
25p35

216
√
p56
− 5p5p4

12
√
p36

+ 5p3
8
√
p6

)( 6
√
p6 · x+ p5

6· 6
√
p56

)2,

z2 := ( 6
√
p6 · x+ p5

6· 6
√
p56

)3.
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Open problems

In this section, we would like to state some interesting open questions about quadratizations
of differential equations which we expect to be of interest to the computer algebra community.

Problem 1: theoretical bounds. It is still not so clear how large the optimal quadrati-
zation may be compared to the size of input. Conjecture 1 in [6] gives a sequence of system
for which it is conjectured that the number of new variables as a function of the number of
monomials in the original system grows exponentially but we are not aware of any proved
non-polynomial lower bound.

Problem 2: Laurent-monomial quadratizations. In the contrast to the conjectured
exponential number of new variables, it has been shown in Proposition 1 in [2] that, if the
new variables are allowed to be Laurent monomials, then there always exists a quadratization
of order not exceeding the number of monomials in the original system. However, we are
not aware of any algorithm computing an optimal Laurent-monomial quadratization. In
particular, we do not know whether such a optimal Laurent-monomial quadratization can
be found as a subset of the quadratization given in the proof of Proposition 1 in [2].

Problem 3: pre-processing for monomial quadratization. It has been observed in [1]
that the size of an optimal monomial quadratization may change dramatically after a linear
change of variables. Therefore, it would be interesting to enhance the existing algorithms
for finding monomial quadratizations with a pre-processing step that tries to perform a
linear change of variables aiming at decreasing the number of new variables required for
quadratization. An example of such pre-processing would be any change of variables strictly
reducing the support of the right-hand sides.

Problem 4: general polynomial case. As has been observed in [1], allowing general
polynomial (not necessarily monomial) quadratizations may dramatically reduce the number
of required variables. Therefore, understanding such general quadratizations is an important
problem. At the moment, it is open even in the scalar case, that is a single ODE x′ = p(x).

Problem 5: PDEs. In the context of applications to model order reduction problem,
quadratization of PDEs is also of great interest (see [8]).
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Abstract. In this paper, we study the asymptotic expansions of the solutions of
the hierarchies [2] of the fourth Painlevé equation using power geometry methods.
To find these expansions, we need to build a Newton polygon and find solutions
to the truncated equations using the rules given below. Hierarchies of Painlevé
equations are used in physics, geometry, and other fields.
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The aim of the present work is to investigate asymptotic expansions of solutions to the hier-
archies of the fourth Painlevé equation. Hierarchies of Painlevét equations – mathematical
objects obtained as a result of isomondromic deformations of Painlevé equations. Painlevé
functions are used in statistical physics, quantum field theory, geometry of minimal sur-
faces, number theory, and other areas. Using the methods of Power Geometry, we study the
asymptotic solutions of the hierarchies of the fourth Painlevé equation.

In this work, we use the methods of Power Geometry [1] to study asymptotic expansions
of solutions to the hierarchies of the fourth Painlevé equation [3]:

(yxx − 2xy − 2y3 − β)y2yxxxx −
1

2
y2y2

xxx + (2y2 + 8y3yx + 4yyxx− yxyxx + βyx)yyxxx−

4

3
yy3

xx +

(
3xy2 + 3βy − 3

2
y4 +

3

2
y2
x

)
y2
xx + (βy4 − 2yxy

2 − 12y2
xy

3 − 2β2y + 10xy5

−3βy2
x + 10y7 − 4xyy2

x − 4βxy2)yxx + 2(β − 4y3)y2yx +

(
4βxy + 8xy4 +

3

2
β2 + 12βy3

)
y2
x−

10

3
y10 − 8xy8 − 2βy7 − 6x2y6 − 2xβy5 +

(
1

2
β2 − 2 + 9δ − 4

3
x3

)
y4 + xβ2y2 +

1

3
β3y = 0.

First, we need to build a Newton polygon for this equation. In order to do it, we
should align the vector exponent Q(a) = (q1, q2) ∈ R2 with each differential monomial
yxxy

2yxxxx,−2xyy2yxxxx,−βy2yxxxx ... using the rules described in [3].

Then we get 18 vector exponents:
(−4; 3), (−6; 4), (−3; 4), (−4; 6), (−2; 5), (−2; 2), (−1; 6), (−2; 8), (−1; 3), (0; 10), (1; 8), (0; 7),
(2; 6), (−1; 5), (0; 4), (3; 4), (1; 2), (0; 1).

We put them on the coordinate plane (q1, q2) and construct the convex hull of the set
containing these points. The resulting figure is called Newton polygon. To build polygons,
we use a program by K.V. Romanov.
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Each face Γ1,Γ2,Γ3,Γ4 of a given polygon can be associated with points Qi that belong to it.
Each point corresponds to a monomial, from these monomials you can compose a function
of the truncated sum for a given face of the polygon: f̂

(d)
j (X) =

∑
ai(X) with Q(ai) ∈ S(d)

j .
For our equation we get:

For each face, we construct the normal vector directed outward the polygon:
N1 = (−1;−2), N2 = (−1; 1), N3 = (2; 1), N4 = (1;−1).

The general form of the coordinates of the normal: λω(1, r), where λ > 0. If ω > 0, then
x→ 0, if ω < 0, then x→∞.

The general view of the asymptotic expansion of the solution to the equation is y = cxr.
If we need to find the next terms of the asymptotics, it is necessary to substitute y that

is equal to the sum of the obtained term of the asymptotics and y1 (the required term of
the asymptotics) into the original equation.

For this equation, we can build a Newton polygon. The second term of the asymptotics
can be obtained by constructing a truncated equation for an edge whose normal has the
following properties:

1) The value to which x tends, corresponding to the given normal, coincides with the
value for the first term of the asymptotics.

2) The exponent x for a given normal is greater than the exponent for the first term of
the asymptotics.

The method for finding the exponent x and the value to which x tends is described above.

For finding the general form of the terms of the asymptotic expansion, it is necessary:
The found asymptotic expansions are presented below:

W1 =

{
y = −0.1βx2 +

β

80
x5 +

∞∑
k=2

ckx
2+3k, ω = −1, β ∈ C

}

W2 =

{
y = 0.5βx2 + 0.025(2β ± 4.24264β

√
σ)x5 +

∞∑
k=2

ckx
2+3k, ω = −1, β ∈ C

}

W3 =

{
y = 2x−1 +

(
β − 2

20

)
x2 +

∞∑
k=2

ckx
3k−1, ω = −1

}

W4 =

{
y = −2x−1 +

(
β + 2

20

)
x2 +

∞∑
k=2

ckx
3k−1, ω = −1

}
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W5 =

{
y = x−1 ±

√
−8− 8β − 2β2 + 9σ

4
√

2
x2 +
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k=2

ckx
3k−1, ω = −1, β ∈ C, σ ∈ C

}
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√
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)
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+
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1

x
+
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{
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1

x
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+
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{
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+
∞∑
k=2

ckx
−1−3k, ω = 1, β ∈ C

}
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Abstract. Here we demonstrate two new methods of solution of polynomial
equations, based on constructing a convex polygon, and provide description of
corresponding software. The first method allows to find approximate roots of
a polynomial by means of the Hadamard polygon. The second one allows to
compute branches of an algebraic curve near its singular point and near infinity
by means of the Newton polygon and to draw sketches of real algebraic curves in
the plane. Computer algebra algorithms are specified, which allow to investigate
any complex cases.
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1. Introduction

Here we present two new methods for solving polynomial equations based on the construction
of a convex polygon from a polynomial. The first method allows one to find approximate
roots of a polynomial using the Hadamard broken line (section 3). The second method allows
one to find branches of an algebraic curve near its singular point and near infinity with the
Newton polygon (section 4). It also allows one to construct sketches of real algebraic curves
in the plane. These methods can be generalized to higher dimensions [1].

All algorithms are provided with descriptions of their software implementation in various
computer algebra systems.

New points of this work are the following:

• the concept of the cone of the problem is actively used ;

• the application of Newton’s polygon to find branches of a curve near infinity is given;

• the theory of Hadamard’s broken line method is given;

• computer algebra software is discussed for all algorithms.

For extended version of this work with many examples, listings of program for computer
algebra systems Maple, Sympy, Mathematica and for detailed references see [2].

2. Polyhedron and normal cone

Let in Rn be given several points {Q1, . . . , Qk} = S. Their convex hull

Γ(S) =

{
Q =

k∑
i=1

µiQi, µi > 0,
∑

µi = 1

}
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is a polyhedron. Its boundary ∂Γ consists of vertices Γ
(0)
j , edges Γ

(1)
j and faces Γ

(d)
j of

different dimensions d : 1 < d 6 n − 1. If the real n-vector P = (p1, . . . , pn) is given, then
the maximum and minimum of the scalar product 〈P,Q〉 = p1q1 + . . .+pnqn on S are reached

at points Qi that lie on the boundary ∂Γ. For each boundary element Γ
(d)
j (including vertices

Γ
(0)
j and edges Γ

(1)
j ), we identify the set of vectors P whose maximum 〈P,Q〉 is reached on

points Qi ∈ Γ
(d)
j . This will be its normal cone

U
(d)
j = {P : 〈P,Q′〉 = 〈P,Q′′〉 > 〈P,Q′′′〉 for Q′, Q′′ ∈ Γ

(d)
j , Q′′′ ∈ Γ\Γ(d)

j

}
.

The vector P lies in the space Rn
∗ , dual to the space Rn.

Let us be interested not in the whole boundary ∂Γ, but only a part of it corresponding
to some set K of directions P . Then let us call the set K the cone of the problem. It is not
necessarily convex. By ∂Γ(K) we denote the part of the boundary ∂Γ for whose elements

Γ
(d)
j their normal cones U

(d)
j intersect with the cone of problem K. Let us call ∂Γ(K) as

boundary of the problem.

Software for convex hull and normal cones computation

The Qhull package is used in many application software packages, both commercial and
free. The main feature of the package is that the calculations are performed using real
numbers rather than in the field of rational numbers, which is convenient when working
with the Hadamard polyhedron. When calculating the Newton polyhedron, additional steps
are required to bring the results of the calculations to rational values.

Since the 2015 version, the Maple computer algebra system includes the PolyhedralSets
package. In this package all calculations are performed in the field of rational numbers, which
somewhat simplifies its use for the study of the Newton polyhedron, but makes it useless
when working with the Hadamard polyhedron. Note that PolyhedralSets has extremely
low performance compared to Qhull.

3. Hadamard broken line method

Let us describe a new method for computing approximate values of roots of the polynomial

fm(x) =
m∑
k=0

akx
k. (1)

To do this, the points in the real plane q1, q2 are plotted Q̌k = (q1, q2) = (k, ln |ak|), where
ln 0 = −∞, k = 0, . . . ,m, forming the supersupport Š =

{
Q̌0, . . . , Q̌m

}
, and their convex

hull is constructed Γ(Š) =

{
Q̌ =

m∑
k=0

µkQ̌k, µk > 0,
∑m

k=0 µk = 1

}
def
= H(fm), which is called

Hadamard’s polygon [3] (Hadamard, 1893). The boundary ∂H is a broken line. Each edge

Γ
(1)
j and vertex Γ

(0)
j of this boundary ∂H corresponds to a boundary subset S

(d)
j of points

Q̌k lying on Γ
(d)
j , and the truncated polynomial

f̌
(d)
j (x) =

∑
akx

k over Q̌k ∈ S
(d)
j . (2)

If Γ
(d)
j is a vertex (d = 0), then the truncated polynomial (2) is a monomial that has

no nonzero root. If Γ
(d)
j is an edge (d = 1), then the truncated polynomial (2) has nonzero
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roots, which give approximate values for the roots of the full polynomial (1). Except very
special cases, the truncated polynomials (2) are significantly simpler than the original poly-
nomial (1), and their roots are easier to compute.

Since the vector (p1, 1) lies in the upper half-plane of the dual plane R2
∗, the cone of the

problem here K = {P = (p1, p2) : p2 > 0}, i.e. this is the upper half-plane. It corresponds to
the upper part of the boundary ∂H. It will be called Hadamard’s broken line and denoted
by H̃. Examples with successful application of the Hadamard broken line method see in [1,
2].

4. Plane algebraic curve

Let f(x1, x2) be a polynomial with real or complex coefficients. The set of solutions x1, x2

of the equation
f(x1, x2) = 0 (3)

in X = (x1, x2) ∈ R2 or C2 is called a plane algebraic curve F .
A point X = X0, f(X0) = 0 is called the simple point of a curve F if the vector

(∂f/∂x1, ∂f/∂x2) in it is nonzero. Otherwise, the point X0 is called singular. By a shift,
move the point X0 to the origin of coordinates.

For local analysis of a simple point one can use
Theorem 1 (Cauchy). If at X0 = 0 the derivative ∂f/∂xi 6= 0, then all solutions to the
equation (3) near point X0 = 0 are contained in the expansion

xi =
∞∑
k=1

bkx
k
j , (4)

where bk — constants, and j = 3− i.
Further consider local analysis of the singular point X0 = 0 and points at infinity. Let’s

write the polynomial f(X) as

f(X) =
∑

fQX
Q over Q > 0, Q ∈ Z2, (5)

where X = (x1, x2), Q = (q1, q2), XQ = xq11 x
q2
2 , fQ ∈ C are constants. Let S(f) = {Q : fQ 6=

0} ⊂ R2. The set S is called the support of the polynomial f(X). Let it consist of points
Q1, . . . , Qk. The convex hull of the support S(f) is the set

Γ(S) =

{
Q =

k∑
j=1

µjQj, µj > 0,
k∑
j=1

µj = 1

}
def
= N(f),

which is called Newton’s polygon. The boundary ∂N(f) consists of vertices Γ
(0)
j and edges

Γ
(1)
j , where j is the number.

Each generalized face Γ
(d)
j corresponds to: its boundary subset S

(d)
j = S ∩ Γ

(d)
j , its a

truncated polynomial f̂
(d)
j (X) =

∑
fQX

Q by Q ∈ S
(d)
j and its normal cone U

(d)
j = {P :

〈P,Q′〉 = 〈P,Q′′′〉 > 〈P,Q′′〉 , Q′, Q′′ ∈ Γ
(d)
j , Q′′′ ∈ Γ\Γ(d)

j }, where P = (p1, p2) ∈ R2
∗, and the

plane R2
∗ is conjugate to the plane R2.

We will look for solutions to the equation

f(X)
def
=
∑
Q∈S

fQX
Q = 0 (6)
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in the form of expansion
x2 = b1x

p1
1 + b2x

p2
1 + b3x

p3
1 + · · · , (7)

where fQ, bk = const ∈ C, Q ∈ R2, pk = const ∈ R, ωpk > ωpk+1. In these expansions, the
exponents of degree pk increase with k if x1 → 0 (ω = −1), and decrease if x1 →∞ (ω = 1).
Theorem 2. For solutions (7) of equation (6), the truncated solution x2 = b1x

p1
1 is the

solution to the truncated equation

f̂j
(1)

(X) = 0, (8)

corresponding to the boundary element Γ
(1)
j with the external normal vector ω(1, p1) ∈ U

(1)
j .

The truncated equation (8) uniquely determines the sign of ω and the index of degree
p1. If in the sum (5) all vector indexes of degree Q = (q1, q2) have rational components q1

and q2, then the index p1 is rational. For the coefficient b1 we obtain the algebraic equation
f̂

(1)
j (1, b1) = 0.

Theorem 3. For the polynomial equation (6), all solutions x2(x1) are expanded into a
series of the form (7), where all exponents of degree pk are rational numbers with a common
denominator.

For the neighborhood of the point X = 0, Theorem 3 is that of V. Puiseau, 1850, i.e.,
for the cone problem K = {P = (p1, p2) : p1, p2 < 0}. The corresponding part (lower left) of
the boundary ∂N is called Newton’s broken line. The expansions of Theorem 1 converge, so
all expansions (7) for solutions of polynomial equations (6) also converge.

Software for plane curve investigation

The Maple system has an excellent package algcurves that allows to study planar algebraic
curves: build their sketches with high precision, calculate their genus, find singular points;
for curves of genus 0 find rational parameterization, for elliptic curves bring to Weierstrass
normal form. The package allows to construct a sketch of the real curve f(x, y) = 0 by
numerical integration of the differential equation f ′x+f

′
yy
′ = 0 for some set of initial conditions

defined by points in which at least one of the partial derivatives of the function f(x, y) is
equal to zero.

Since version 12, Wolfram Mathematica has included an AsymptoticSolve procedure
that implements an asymptotic representation of solutions to equations or systems of equa-
tions (not necessarily algebraic) in the form of either Taylor, Laurent, or Puiseau series near
finite or infinite points. If the point is singular, the procedure tries to calculate the asymp-
totic expansions of all branches. In this case we can specify that we should restrict ourselves
to real expansions only.
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5LIX, CNRS, École Polytechnique, Institute Polytechnique de Paris, France

Abstract. We present empirical runtime and memory use improvements for
computing Gröbner bases of ideals generated by polynomials that appear in
solving the parameter identifiability problems for ODE models by the SIAN
algorithm. Such differential-algebraic systems may also occur some other in
prolongation-based algorithms and efficiently computing Gröbner bases can be
critical. The main speed-up is achieved by automatically choosing problem-
specific monomial orderings.

Keywords: structural parameter identifiability, Gröbner bases, monomial or-
derings

Structural identifiability properties of ODE systems determine whether a parameter value
can be recovered form experimental data. If recovered value is unique, we say that param-
eters are uniquely identifiable. In case of finitely many values, we say that parameters
are locally identifiable. If there are infinitely many such values, a parameter is said to be
non-identifiable.

Structural identifiability queries can be solved using methods of differential algebra.
Among available tools for determining parameter identifiability such as [2, 3, 7, 8, 10, 11].
In this work, we focus our attention on SIAN, Structural Identifiability Analyzer presented
and detailed in [6] and [7]. This package has multiple notable advantages most notably a
typical computational speed advantage when compared to other similar tools, [7].

SIAN uses Gröbner bases to analyze structural identifiability of the input differential
system. Gröbner bases can have degrees that are doubly exponential in the input size [4]
thus leading to significant resource requirements for computing them. While in practice these
computations can be efficient, especially with resent developments in hardware and software
[1, 5], one may nonetheless encounter computationally hard problems that may take up to
several days to resolve.

It is crucial to seek empirical approaches that can lead to improvements in computing
Göbner bases. For instance, it is well-known that a choice of monomial ordering could
significantly impact the speed and that reverse degree lexicographic order of variables is
often the most efficient in practice [12].

In this work, we show several observations on monomial orderings for polynomial systems
produced by the SIAN algorithm from ordinary differential equations. Similar polynomial
systems arise in other prolongation-based algorithms, see for instance [9]. These observations,
if taken into account, significantly reduce runtime and memory use of the SIAN and its
Gröbner basis calculation compared to degree reverse lexicographic ordering.
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test global identifiability of biological and physiological systems. Computer Methods
and Programs in Biomedicine. 2007. Vol. 88(1). P. 52–61.

3. Chis O., Banga J. R., and Balsa-Canto E. GenSSI: a software toolbox for struc-
tural identifiability analysis of biological models. Bioinformatics. 2011. Vol. 27(18).
P. 2610–2611.
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Abstract. With any integer convex polytope P ⊂ Rn we associate a multivariate
hypergeometric polynomial whose set of exponents is Zn ∩ P. This polynomial
is defined uniquely up to a constant multiple and satisfies a holonomic system
of partial differential equations of Horn’s type. We prove that under certain
nondegeneracy conditions the zero locus of any such polynomial is optimal in the
sense of [4], i.e., that the topology of its amoeba [6] is as complex as it could
possibly be. Using this, we derive optimal properties of several classical families
of multivariate hypergeometric polynomials.

Keywords: polynomial amoeba, hypergeometric polynomial.

Zeros of hypergeometric functions are known to exhibit highly complicated behavior. The
univariate case has been extensively studied both classically (see, e.g., [5, 7]) and recently
(see [1, 2, 10] and the references therein). Already the distribution of zeros of polynomial
instances of the simplest non-elementary hypergeometric function 2F1 (a, b; c;x) is far from
being clear. When one of the parameters a, b equals a nonpositive integer, say a = −d,
the series representing 2F1 terminates and the hypergeometric function is a polynomial of
degree d in x (see [1]). By letting the parameters a, b, c assume values in various ranges, one
can obtain a wide variety of shapes. Some of them are highly regular (see, e.g., Fig. 1) while
other are nearly chaotic.

Figure 1: The hypergeometric aster: zeros of the polynomials 2F1 (−12, b; c;x) with b, c ∈{
k

1000
: k = 100, . . . , 4000

}
In the talk, we will consider a definition of a multivariate hypergeometric polynomial

in n ≥ 2 complex variables that is coherent with the properties of classical hypergeometric
polynomials. This polynomial is defined by an integer convex polytope P ⊂ Rn, its set of
exponents is Zn ∩ P. For this polynomial to be “truly hypergeometric” in the sense made
precise below, we need to assume that any pair of points in Zn ∩ P can be connected by
a polygonal line with unit sides and integer vertices. This assumption does not affect the
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generality of the results since any polytope that does not satisfy this condition gives rise to
a finite number of hypergeometric polynomials that can be considered independently.

The following definition is central and brings together the intrinsic properties of the
classical families of hypergeometric polynomials: the denseness, convexity, and irreducibility
of the support, as well as the property of being a solution to a suitable system of linear
differential equations with polynomial coefficients.

Definition 1. For n ≥ 2 let P ⊂ Rn be an integer convex polytope such that any two points
in P∩Zn can be connected by a polygonal line with unit sides. Let 〈Bi, s〉+ci = 0, i = 1, . . . , q
be the equations of the hyperplanes containing the faces of P with Bi being the outer normal
to P at the respective face with integer relatively prime components.

The polynomial ∑
s∈P∩Zn

xs

q∏
i=1

Γ(1− 〈Bi, s〉 − ci)

will be called the hypergeometric polynomial defined by the polytope P.

The hypergeometric polynomial associated with the polytope P is defined uniquely up
to a constant multiple and satisfies a holonomic system of partial differential equations of
Horn’s type [8, 9]. We will prove that under certain nondegeneracy conditions any such
polynomial is optimal in the sense of [4]. Generally speaking, this means that the topology
of the amoeba [4, 6] of such a polynomial is as complicated as it could possibly be. This
property is the multivariate counterpart of the property of having different absolute values
of the roots for a polynomial in a single variable. In the talk, we will show various families of
classically known multivariate polynomials to be optimal (possibly after a monomial change
of variables): a biorthogonal basis in the unit ball, certain polynomial instances of the
Appel F1 function, bivariate Chebyshev polynomials of the second kind etc.
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5. Klein F. Über die Nullstellen der hypergeometrischen Reihe. (German) Math. Ann.
1890. Vol. 37, No. 4. P. 573–590.

6. Mikhalkin G. Real algebraic curves, the moment map and amoebas. Ann. Math. 2000.
Vol 151 P. 309–326.

7. Nørlund N.E. Hypergeometric functions. Acta Math. 1955. Vol. 94. P. 289–349.

8. Sadykov T.M. On a multidimensional system of hypergeometric differential equations.
Siberian Math. J. 1998. Vol. 39. P. 986–997.

9. Sadykov T.M. and Tanabe S. Maximally reducible monodromy of bivariate hypergeo-
metric systems. Izv. Math. 2016. Vol. 80, No. 1. P. 221–262.

37



10. Zhou J.-R., Srivastava H.M., and Wang Z.-G. Asymptotic distribution of the zeros of
a family of hypergeometric polynomials. Proc. of the AMS. 2012. Vol. 140, No. 7.
P. 2333–2346.

38



Symbolic Integration of Differential Forms
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Abstract. Symbolic integration of differential forms is a higher dimensional
analogue of symbolic integration of elementary functions. This note will present
a Liouville-style theorem for integration of closed differential forms with rational-
function coefficients.

Keywords: Closed forms, elementary functions, symbolic integration

The integration problem of elementary functions is as old as calculus and differentia-
tion, whose history can be traced back at least to the work of Euler and others on elliptic
integrals [2]. Abel in his great parisian memoir in 1826 studied the integrals of general
algebraic functions, which are now called abelian integrals [1]. Liouville in the period of
1833-1841 established the fundamental theorem of elementary integration that is if the in-
tegral of an elementary function in a field K which is an elementary extension of C(x) is
still an elementary function over C(x), then it must be the sum of an elementary function
in K and a linear combination of logarithms of elementary functions in K (see [6, Chapter
IX] for a detailed historical overview). In 1948, Ritt wrote a book on integration in finite
terms that presents Liouville’s theory of elementary integration systematically [8]. Based on
Liouville’s theorem and some developments in differential algebra [9], Risch in 1970 finally
solved the integration problem of elementary functions by giving a complete algorithm [7].
After Risch’s work, more efficient algorithms have been given due to the emerging develop-
ments in symbolic computation [5, 10, 3, 4], which makes Symbolic Integration as an active
topic in symbolic computation. The long-term goal of this project is developing theory and
algorithms for symbolic integration of differential forms, which can be viewed as a higher
dimensional analogue of symbolic integration of elementary functions.

Let k be an algebraically closed field of characteristic zero and K = k(x1, . . . , xm) be the
field of rational functions in x1, . . . , xm over k. Let ∂i denote the usual partial derivation
∂/∂xi on K which satisfies that ∂i∂j(f) = ∂j∂i(f) for all f ∈ K and ∂i(c) = 0 for all
c ∈ k(x1, . . . , xi−1, xi+1, . . . , xm). Then (K, {∂1, . . . , ∂m}) forms a differential field. In a
differential field extension E of K, an element t ∈ E is said to be logarithmic over K if there
exists u ∈ K \ {0} such that ∂i(t) = ∂i(u)/u (we can symbolically write that t = log(u)).
The module of all differential forms of E over k is denoted by ΩE/k. This module can also
be viewed as a vector space over k. Any derivation ∂ on E can be uniquely lifted as a linear
map ∂∗ of ΩE/k such that ∂∗(fdg) = ∂(f)dg + fd∂(g). By an abuse of notation, we use the
same symbol ∂ for the lifted operator ∂∗. We can write any p-form ω ∈ Ωp

E/k as

ω =
∑

1≤i1<···<ip≤m

fi1,...,ipdxi1 · · · dxip , where fi1,...,ip ∈ E.

The exterior derivation is defined as

dω =
∑

1≤i1<···<ip≤m

(
m∑
j=1

∂j(fi1,...,ip)dxj

)
dxi1 · · · dxip ∈ Ωp+1

E/k.
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A p-form ω ∈ Ωp
E/k is said to be closed if dω = 0 and is said to be exact if there exists η ∈ Ωp−1

E/k

such that ω = dη. By definition, any exact form is always closed. The fundamental problem
on differential forms is to decide whether a given closed form is exact or not.

Let us first study the integration of closed 1-forms with coefficients in K = F (xm)
with F = k(x1, . . . , xm−1). The following lemma was first claimed without a proof in
Abel’s “Parisian Mémoire” in 1826 1.

Lemma 1. Let ω = f1dx1 + · · ·+ fmdxm be a closed 1-form with fi ∈ K. Then ω = dg for
some g of the form

g = a+
∑

ci log(bi),

where a ∈ K, ci ∈ k, and bi ∈ F [xm] are pairwise coprime polynomials of positive degree.

Remark 2. If the field k is not algebraically closed, then the above constants ci are in k̄ and
bi ∈ F (ci)[xm].

We recall some notation from the first chapter of the book [11]. For any f ∈ E, we define

ds(f) = ∂1(f)dx1 + · · ·+ ∂s(f)dxs and ds(f) = ∂s(f)dxs for s ∈ {1, 2, . . . ,m},

We can extend dp and ds to the module ΩE/k as d. By definition, we have the relation

d = dm−1 + dm.

Let ω ∈ Ωp
E/k, we can always decompose ω into

ω = ωm−1 + ωm,

where all monomials fi1,...,ipdxi1 · · · dxip of ωm−1 do not involve dxm and ωm = µdxm with

µ ∈ Ωp−1
E/k and free of dxm. To abbreviate the expression, we will write fIdxI for the monomial

fi1,...,ipdxi1 · · · dxip . We now extend Abel’s claim to the case of general closed p-forms.

Theorem 3. Let ω be a closed p-form with coefficients in K = k(x1, . . . , xm). Then

ω = dp(Ψ
p) + · · ·+ dm(Ψm),

where for each i = p, . . . ,m, the coefficients fi,j of Ψi are of the form

fi,k = bi,k,0 +
∑
j

ci,k,j log bi,k,j

with bi,k,0 ∈ k(x1, . . . , xi), ci,k,j ∈ k(x1, . . . , xi−1) and bi,k,j ∈ k(x1, . . . , xi−1)(ci,k,j)[xi].

Remark 4. The above theorem says that the claim of Abel can be extended to the general
p-form if one allows more general coefficients appear in the linear combination of logarithms
with a recursive pattern.

The following example shows that all of the combination factors in the logarithmic part
may not be constants, which means the above theorem is optimal in some sense.

1Thanks to David A. Cox for asking me to give a detailed proof of this result and also proposed to study
the general problem on p-forms.
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Example 5. Let K = C(x, y) and ω = 1/(xy)dxdy. If ω = d(Ady −Bdx) with

A = a0 +
∑

λi log ai and B = b0 +
∑

µi log bi,

where ai, bi ∈ C(x, y) and λi, µi are constants in C, then 1/(xy) = ∂x(A) + ∂y(B). Taking

the residues at y = 0 (viewing the functions in y over C(x)) on the both sides of the above
identity leads to

1

x
= ∂x(resy=0(a0)) + c for some constant c ∈ C,

which contradicts with the fact that log(x) is not algebraic over C(x). But we have

ω = d

(
1

y
log(x)dy

)
= d

(
−1

x
log(y)dx

)
.
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Abstract. We present a new algorithm for systems of second-order ordinary
differential equations to calculate metastable states with complex eigenvalues of
energy or to find bound states with homogeneous boundary conditions depending
on a spectral parameter. The boundary-value problems is discretized by means of
the FEM using the Hermite interpolation polynomials with arbitrary multiplicity
of the nodes, which preserves the continuity of derivatives of the desired solutions.
For the solution of the relevant algebraic problems the Newton iteration scheme
is implemented.
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1. Statement of the problem

The proposed approach implemented as program KANTBP 5M is intended for solving BVPs
for systems of the ODEs with respect to unknown functions Φ(z)=(Φ1(z), . . .,ΦN(z))T of
independent variable z∈Ω(zmin, zmax) numerically using the FEM (see for details [1,2]):

(D− E I) Φ(z) ≡
(
− 1

fB(z)
I
d

dz
fA(z)

d

dz
+V(z)−E I

)
Φ(z)=0. (1)

Here fB(z) > 0 and fA(z) > 0 are continuous or piecewise continuous positive functions,
I is the unit matrix, V(z) is a symmetric matrix, Vij(z) = Vji(z). The elements of these
matrices are continuous or piecewise continuous real or complex-valued coefficients from
the Sobolev space Hs≥1

2 (Ω), providing the existence of nontrivial solutions Φ(z) subjected
to homogeneous Dirichlet, Neumann or Robin BCs at the boundary points of the interval
z ∈ {zmin, zmax} with given symmetric real or complex-valued N ×N matrix G(z)

Φ(zt) = 0, lim
z→zt

fA(z)
d

dz
Φ(z) = 0, lim

z→zt
I
d

dz
Φ(z) = G(zt)Φ(zt), (2)

where the superscript t = min,max labels the boundary points of the interval.
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Table. Eigenvalues Ei, i = 1, 2, 3 of bound states and EM
i , i = 1, ..., 4 of metastable states

obtained by solving the BVP with Neumann BC (E) and with Robin BC by Newton
method (N) and method of matching fundamental solutions (M)

E −2.12846503065 −0.925565889437 0.835126562953
N −2.12846503036 −0.925565881437 0.835126980234
M −2.12846503156 −0.925565883542 0.835126979072

N 1.35989392876−ı0.00016253897 2.43040517408−ı0.0789059067115
M 1.35989392695−ı0.00016253895 2.43040517183−ı0.0789059070893
N 6.32021061134−ı0.00326071312 7.50608788873−ı0.0194121454599
M 6.32021060910−ı0.00326071319 7.50608789245−ı0.0194121442796

Eigenfunctions Φm(z) obey the normalization and orthogonality conditions

(Φm|Φm′) =

∫ zmax

zmin

fB(z)(Φ(m)(z))TΦ(m′)(z)dz = δmm′ .

For bound states with real eigenvalues E: E1 ≤ E2 ≤ ... the Dirichlet or Neumann BC
(2) follow from asymptotic expansions. For metastable states with complex eigenvalues
E = <E + ı=E, =E < 0: <E1 ≤ <E2 ≤ ... the Robin BC follow from outgoing wave
fundamental asymptotic solutions that correspond to the Siegert outgoing wave BCs [2].

For the set of ODEs (1) with fB(z)=fA(z)=1 and constant effective potentials

Vij(z)=V L,R
ij in the asymptotic region, asymptotic solutions X

(∗)
i (z → ±∞) are as follows.

For bound states:

X
(c)
ic

(z → ±∞)→ exp

(
−
√
λL,Ric − Ei|z|

)
ΨL,R
ic
, λL,Ric ≥E, ic = 1, . . . , N,

and for metastable states:

X
(
→←)
io

(z→∞)→exp

(
+ı
√
E−λL,Rio |z|

)
ΨL,R
io
, λL,Rio <<E, io=1, ..., NL,R

o ,

X
(c)
ic

(z→∞)→ exp

(
−
√
λL,Ric −E|z|

)
ΨL,R
ic
, λL,Ric ≥<E, ic=N

L,R
o +1, . . . , N.

In the considered case matrix R(zt) of logarithmic derivatives for the corresponding Robin
BC takes the form

R(zt) = ΨL,RFL,R
(
ΨL,R

)−1
,

where FL,R=diag(...,±
√
λL,Ric −E, ...,∓ı

√
E−λL,Rio , ...), λL,Ri and ΨL,R

i ={ΨL,R
1i , ...,Ψ

L,R
Ni }T are

solutions of the algebraic eigenvalue problems with matrix VL,R of dimension N ×N for the
entangled channels [4]

VL,RΨL,R
i = λL,Ri ΨL,R

i , (ΨL,R
i )TΨL,R

j = δij.

Note that λL,Ri = V L,R
ii and ΨL,R

i = δji, if V L,R
i 6=j = 0, i.e. in the conventional case of orthogonal

channels.
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Figure. The real (solid lines) and imagine (dotted lines) parts of components ΦM
i;n(z)

(marked by label i) of metastable state eigenfunction and the corresponding probability
density |ΨM

n (y, z)|2 (the values 0.25/5i, i = 0, ..., 6 are marked with isolines).

2. Example.

Consider, e.g., a BVP similar to that of Ref. [3] for the Schrödinger equation in 2D domain
Ωyz={y∈(0, π), z∈(−∞,+∞)}, with potential

V (y, z)= {0, z < −2;−2y, |z| ≤ 2; 2y, z > 2} .
We seek the solution in the form of expansion Ψ(y, z)=

∑N
i=1Bi(y)Φi(z) in a set of basis

functions Bi(y)=
√

2√
π

sin(iy), which leads to Eqs. (1) with fB(z)=fA(z)=1, and effective
potentials

Vij(z)=i2δij+

{
0, z<−2;−2, |z|≤2; 2, z>2

}
×
{
π/2, i=j; 0, even i−j; −8ij

π(i2−j2)2
, odd i−j

}
.

For example, let us choose N = 6. The considered system has sets of threshold energies
that differ in the left and right asymptotic regions of the z-axis: λ

(L)
i = {1, 4, 9, 16, 25, 36}

and λ
(R)
i = {3.742260, 7.242058, 12.216485, 19.188688, 28.173689,39.286376}, respectively.

So, we have different numbers of open channels and entangled channels in the right-hand
asymptotic region.

Table presents the calculated energies of bound and metastable states. The bound states
were calculated on a grid [-25.78125, -18.1875, -13.125, -9.75, -7.5, -6(1)6] built up a geometric
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progression of steps in accordance with a slow exponential decay of solutions at z < −6
subject to the Neumann BC. The metastable states were found by Newton method on a
grid [-4(1)4] with the Robin BC dependent on the eigenvalue. As initial data, the solution
obtained on a grid [-2(1)2] with the Neumann BC was taken. In both cases, IHPs of the
sixth order (κmax

1 , ..., κmax
5 ) = (2, 1, 1, 1, 2) were used. The computation time was 62 sec

for solutions of the eigenvalue problem and 70 sec per iteration when using the Newton
method. The calculations were performed by KANTBP 5M code using MAPLE 2019 on PC
Intel Pentium 987 2x1.5GHz, 4Gb, 64bit Windows 8. The results obtained by matching the
fundamental solutions [3] and FEM are seen to coincide with an accuracy of 10−9 ÷ 10−7.

The real (solid lines) and imaginary (dottet lines) parts of components ΦM
i;n(z) of

metastable state eigenfunctions ΨM
n (y, z)=

∑N
i=1Bi(y)ΦM

i;n(z) and the corresponding prob-
ability density |ΨM

n (y, z)|2 are shown in the figure.

Conclusion

We presented the FEM scheme and showed its efficiency by benchmark examples of using
the KANTBP 5M program (an upgrade of KANTBP 4M [4]) implemented and executed in
MAPLE. The new type of FEM discretization is implemented using IHPs with an arbitrary
multiplicity of IHPs nodes, which preserves the continuity of derivatives of the sought solu-
tions and Gauss quadratures. To calculate metastable states with complex eigenvalues, or
to solve a bound state problem with Robin BC depending on the spectral parameter, the
Newtonian iteration scheme is implemented and applied for calculation of beryllium dimer
spectrum [5].

The work was partially supported by the RFBR and MECSS, project number 20-51-
44001, the Ministry of Education and Science of the Russian Federation, grant number
075-10-2020-117, the Bogoliubov-Infeld program, the Hulubei-Meshcheryakov program, the
RUDN University Strategic Academic Leadership Program, grant of Plenipotentiary of the
Republic of Kazakhstan in JINR, the Foundation of Science and Technology of Mongolia,
grant number SST 18/2018.
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1. From computer algebra to signal processing

Sparse polynomial interpolation is at the core of computer algebra because polynomials are
one of the fundamental objects in symbolic computation, as well as computational mathe-
matics in general. In 1988, Ben-Or and Tiwari gave a sparse interpolation algorithm that is
based on the Berlekamp/Massey algorithm from coding theory [1]. Interestingly, this exact
algorithm is closely related to a classical exponential fitting method proposed by de Prony
at the end of the 18th century [4].

Prony’s method interpolates a univariate function f(t) as a sum of exponential functions.
Essentially, a substantial amount of effort in the field of signal processing is dedicated to the
analysis of exponential functions whose exponents are complex. In order to unambiguously
recover the imaginary parts of exponents, the target exponential function needs to be sampled
at a rate greater than twice the bandwidth, the Nyquist sampling rate [9, 10].

Using techniques from computer algebra, we developed a sub-Nyquist version of Prony’s
method that can correctly recover the complex exponents from measurements sampled at
a rate lower than the Nyquist rate [3]. This development offers new possibilities in signal
processing, including the direction of arrival (DOA) estimation of incoming signals through
a sparse array antenna system [8].

2. Prony’s method and sparse polynomial interpolation

We briefly describe Prony’s method [4]. Consider a univariate exponential function

f(t) =
n∑
j=1

αj exp(φjt), αj, φj ∈ C.

For a given ∆ ∈ R>0, Prony’s method recovers αj and exp(φj∆) from 2n evenly spaced
evaluations of f(t):

f0 = f(0), f1 = f(∆), f2 = f(2∆), . . . , f2n−1 = f((2n− 1)∆).

Let Ωj = exp(φj∆) and consider the polynomial

Λ(z) =
n∏
j=1

(z − Ωj) = zn + βn−1z
n−1 + · · · β1z + β0.
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Since Ωj are the zeros of Λ(z), for any k ≥ 0 we have

0 =
∑n

j=1 αjΩ
k
j · Λ(Ωj)︸ ︷︷ ︸

=0

=
∑n

j=1 αjΩ
k
j

(
Ωn
j + βn−1Ωn−1

j + · · ·+ β0

)︸ ︷︷ ︸
Λ(Ωj)=0

=
∑n

j=1 αjΩ
n+k
j + βn−1

∑n
j=1 αjΩ

n−1+k
j + · · ·+ β0

∑n
j=1 αjΩ

k
j

= fk+n + βn−1fk+n−1 + · · ·+ β0fk.

(1)

Based on (1), the coefficients βj in Λ(z) can be obtained by solving a Hankel system whose
entries are the evaluations of f(t) f0 · · · fn−1

... . . .
...

fn−1 · · · f2n−2


 β0

...
βn−1

 = −

 fn
...

f2n−1

 . (2)

Then Ωj are computed by rooting the polynomial Λ(z) = zn + βn−1z
n−1 + · · ·+ β0.

On the other hand, Ωj can also be directly computed as the generalised eigenvalues of
two shifted Hankel systems [6]. That is, Ωj are the n solutions to z inf1 · · · fn

... . . .
...

fn · · · f2n−1

 v = z

 f0 · · · fn−1
... . . .

...
fn−1 · · · f2n−2

 v. (3)

Note that either (2) or (3) requires 2n evaluations of f(t).
Once the values of Ωj are known, αj can be computed from solving the Vandermonde

system 
1 1 · · · 1

Ω1 Ω2 · · · Ωn
...

...
...

...
Ωn−1

1 Ωn−1
2 · · · Ωn−1

n



α1

α2
...
αn

 =


f0

f1
...

fn−1

 .
In Section 2, we will discuss when φj ∈ C can be uniquely recovered from Ωj = exp(φj∆).
In computer algebra, the Ben-Or/Tiwari sparse interpolation algorithm [1] recover the

coefficients αj and exponents (dj1 , . . . , djn) in the given polynomial

p(x1, . . . , xn) =
n∑
j=1

αjx
dj1
1 x

dj2
2 · · · xdjnn

from its evaluations at powers of (ω1, ω2, . . . , ωn):

pk = p(ωk1 , ω
k
2 , . . . , ω

k
n) =

n∑
j=1

αjω
k·dj1
1 · · ·ωk·djnn =

n∑
j=1

αj(ω
dj1
1 · · ·ωdjnn )k.

Suppose Ωj = ω
dj1
1 · · ·ωdjn . The Ben-Or/Tiwari algorithm can be viewed as applying

Prony’s method to recovers αj and Ωj = ω
dj1
1 · · ·ω

djn
n from

pk = p(ωk1 , ω
k
2 , . . . , ω

k
n) =

n∑
j=1

αjΩ
k

j .

For appropriately chosen ω1, . . . , ωn, the multivariate exponents (dj1 , dj2 , . . . , djn) in poly-
nomial p(x1, . . . , xn) can be uniquely recovered from Ωj. For example,
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• ω1, . . . , ωn are integers and gcd(ωk, ω`) = 1 whenever k 6= ` [1], or

• p1, . . . , pn are integers, gcd(pk, p`) = 1 whenever k 6= ` and ωk = exp(2πi/pk) [5].

Both of the above exploit the fact that the exponents (dj1 , . . . , djn) in a polynomial are all
integers.

So far we assume that the number n of terms is known. When n is not given in a
polynomial p(x1, . . . , xn), through randomization n can be determined with high probability
in exact arithmetic [7]. The situation of an exponential function in floating point arithmetic
is much more complicated. We refer to [2] for further discussions and the solutions to some
situations.

3. Sub-Nyquist signal processing

As explained in Section 1, Prony’s method can recover αj and Ωj from the evaluations of
the target exponential function at evenly spaced values f(0), f(∆), f(2∆), . . . , f((2n−1)∆).
Now we investigate how to uniquely recover φj ∈ C from Ωj = exp(φj∆). Unlike the
integer exponents in a polynomial, we cannot assume a minimum distance between φj in an
exponential function.

We use =(φj) to represent the imaginary part of φj. As stated in the Shannon-Nyquist
sampling theorem [9, 10], if

∆ =
2π

M
and |=(φj)| <

M

2
for j = 1, . . . , n,

then each φj can be uniquely recovered from Ωj = exp(φj∆).
Sampling an exponential function at a rate below the Nyquist rate causes aliasing, mean-

ing different frequencies to become indistinguishable. To be more precise, for a positive
integer r ∈ Z>0, from the value of exp(φjr∆) there are r many solutions to the imaginary
part of φj (within the restricted range).

In signal processing, a co-prime technique can be used to uniquely recover φj from two
sub-sampled values exp(φjr1∆) = Ωr1

j and exp(φjr2∆) = Ωr2
j when gcd(r1, r2) = 1 (for

example, see [11]). However, if Prony’s method is applied to the corresponding sub-sampled
evaluations, then from the values

Ω̄1 = Ωr1
1 , Ω̄2 = Ωr1

2 , . . . , Ω̄n = Ωr1
n

and Ω̃1 = Ωr2
1 , Ω̃2 = Ωr2

2 , . . . , Ω̃n = Ωr2
n

one still needs to correctly match Ω̄j with Ω̃j for each j = 1, . . . , n [12].
Using computer algebra techniques, we offer a method that can directly compute the

match [3]. Applying Prony’s method to f(0), f(r1∆), f(2r1∆), . . . , f((2n−1)r1∆), we obtain
Ω̄1 = Ωr1

1 , . . . , Ω̄n = Ωr1
n and α1, . . . , αn. Once Ωr1

j are known, with additional n evaluations
f(kr1∆ + r2∆) for k = 0, 1, . . . , n− 1, we solve αj in

1 1 · · · 1
Ωr1

1 Ωr1
2 · · · Ωr1

n
...

...
...

...

Ω
(n−1)r1
1 Ω

(n−1)r1
2 · · · Ω

(n−1)r1
n



α1 = α1Ωr2

1

α2 = α2Ωr2
2

...
αn = αnΩr2

n

 =


f(r2∆)

f(r1∆ + r2∆)
...

f((n− 1)r1∆ + r2∆)

 .
From αj we can compute Ωr2

j as αj/αj and directly match Ωr1
j to Ωr2

j for each j = 1, . . . , n.
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4. Sparse array antenna systems

Prony’s method and its variants are viewed as high-resolution time-frequency analysis tools
and have been used to estimate the directions of incoming signals from a uniform linear
antenna array [6]. For array antenna systems, the sub-Nyquist version of Prony’s method al-
lows for larger spacing between individual antenna elements, leading to an improved angular
resolution and reduced mutual coupling effects between the receivers [8].
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a dynamical system and parameterized it. We constructed polynomial equations
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Problem

We will check our method on the example of the Liénard-like equation

ẍ = f(x)ẋ+ g(x). (1)

We suppose f(x) is a quadratic polynomial and g(x) is polynomial of fourth-order. Usually
in the Liénard equation it supposed f(x) is an odd function [1]. Opposite, we suppose g(x)
is an voluntary function and say about the Liénard-like equation. Equation (1) is equivalent
to the dynamical system

ẋ = y,
ẏ = (a0 + a2x

2) y + d0(1 + d1x)(1 + d2x)(1 + d3x)(1 + d4x),
(2)

here x and y are functions in time and parameters a0, a2, d0, d1, d2, d3, d4 are real. If exclude
trivial case d0 = 0 it is possible to put d0 = 1.

The problem is to construct the integral of motion of the system (2).

Method

The main idea of the discussed method is a search of conditions on the system parameters
when the system is locally integrable near its stationary points. The local integrability
means we have enough number (one for an autonomic plane system) of the local integrals
near each stationary point. Local integrals can be different for each such point, but for the
existence of the global integral, the local integrals should exist in all stationary points. This
is a necessary condition. We have an algebraic condition for local integrability. It is the
condition A [2]. We look for sets of parameters at which the condition A is satisfied at
all stationary points simultaneously. Such sets of parameters are good candidates for the
existence of global integrals. These integrals we look for by other methods.

The symmetric notation of the g polynomial in (2) allows to get the condition A for
all stationary points (x = −1/d1, y = 0), . . . , (x = −1/d4, y = 0) from the normal form for
the single point by a permutation of d-parameters. This procedure eliminates the solutions
which correspond to a single point only.

1This paper has been supported by the RUDN University Strategic Academic Leadership Program.
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Conditions of the Integrability

The condition A is some infinite sequence of polynomial equations in coefficients of the
system [3]. Near each of the stationary points are its equations. The normal form has a
nontrivial form in the resonance case only. The eigenvalues of the linear part of system (2)
are (at d0 = 1)

1

2

(
a0 ∓

√
a2

0 + 4(d1 + d2 + d3 + d4)

)
,

so we can choose the parameter a0 to have the resonance 1 : N by solving the equation

1
2

(
a0 −

√
a2

0 + 4(d1 + d2 + d3 + d4)
)

=

−N
2

(
a0 +

√
a2

0 + 4(d1 + d2 + d3 + d4)
)
.

We calculated the lowest contributions in conditions A for resonances 1:1, 1:2 and 1:3
and added the ones with permutations of d parameters. We got very complicated algebraic
equations in parametric space. Now we are searching for rational solutions.

Results

For resonance 1:1 we received at least one rational solution of the truncated condition A. It
is

a2 = −a0d
2
1, d0 = 1, d2 = −d1, d3 = 0, d4 = 0.

System (2) at these parameters has a form

ẋ = y,
ẏ = (1 + a0y) (1− d2

1x
2)

(3)

or
ẍ = (1 + a0ẋ)

(
1− d2

1x
2
)

and the corresponded integral of motion is

I(x, y) =
a0y − log(a0y + 1)

a2
0

+
1

3
d2

1x
3 − x.

Equation (3) corresponds to the form of item 1.3.3 in book [4].
Our equations are satisfied for the form of item 1.3.3−2.1 in the book [4]. In this sample,

we have resonance (1:2) [4]

ẍ = y(ax+ 3b)− abx2 − 2b2x+ cx3,

but in the non-resonance case 1.3.3− 2.2

ẍ = y(3ax+ b)− a2x3 − abx2 + cx

these equations are satisfied at resonance cases only.We checked cases c = 2b2 (resonance
1 : 2), c = 3b2

4
(resonance 1 : 3), c = 4b2

9
(resonance 1 : 4). We need to learn all polynomial

examples from the wonderful book [4].
The case with resonance 1:3 has been explored in [5] by the Puiseux series method. There

is the nontrivial first integral at rational numerical values of parameters. These parameter
values satisfy the received here equations.
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Abstract. Finite quasigroups are a promising structure for design of various
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1. Introduction

Non-commutative and non-associative algebraic structures are attracting attention as
promising building blocks for cryptographic primitives [1]. Finite quasigroups are an example
of such structure. A survey on quasigroup-based cryptographic algorithms can be found e.g.
in [2]. In order to provide cryptographic strength researchers impose additional requirements
on quasigroups. Some of these requirements are hard to formalize (e.g. “fractile/non-fractile”
output structure in [3]), some can be trivially checked based on well-known methods (e.g.
degrees on polynomials in the multivariate representation). V. A. Artamonov pointed out
the importance of polynomially complete quasigroups ([4]), since the problem of solvability
of equations over polynomially complete algebras is NP-complete ([5]), thus a large class
of algebraic attacks becomes infeasible. Another important property is poor quasigroup
structure (otherwise quasigroup-based transformations can degrade).

We focus on deciding polynomial completeness and the presence of non-trivial subquasi-
groups in case of quasigroups specified by Cayley tables. Polynomial completeness of quasi-
groups is known to be equivalent to simplicity and non-affinity ([6]), so the first problem is
reduced to two subproblems, namely deciding simplicity and deciding non-affinity.

2. Basic definitions

Definition 1. A finite quasigroup is a pair (Q, f), where Q is a finite set and f : Q×Q→ Q
is invertible in both variables.

We consider only finite quasigroups, so for the sake of brevity hereinafter the word “finite”
will be omitted.

Without loss of generality we assume thatQ = {0, . . . , k−1} for some k ∈ N and f belongs
to the set of function of k-valued logic endowed with standard operations of superposition
and closure (f ∈ Pk). Let P 0

k be the set of all constants, [F ] be the closure of a set F ⊆ Pk.

Definition 2. A quasigroup (Q, f) is polynomially complete if [{f} ∪ P 0
k ] = Pk.

In other words, polynomial completeness means that an arbitrary function of k-valued
logic can be generated by the set of all constants and the operation f using a finite number
of superpositions.
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Let ∼ be an equivalence relation on Q, g ∈ Pk be an n-ary function. The function g
preserves the relation ∼, if for any a1, . . . , an, b1, . . . , bn from Q such that ai ∼ bi, i = 1, . . . , n,
it holds that g(a1, . . . , an) ∼ g(b1, . . . , gn). This definition can be naturally generalized to
the case of an arbitrary set of functions.

Definition 3. A quasigroup (Q, f) is simple, if the function f preserves no non-trivial
equivalence relations on Q. In this case f is also referred to as simple.

Definition 4. A quasigroup (Q, f) is affine, if there exists an Abelian group (Q,+), auto-
morphisms α, β of this group and c ∈ Q such that the identity f(x, y) = α(x) + β(y) + c
holds for all x, y ∈ Q. In this case f is also referred to as affine.

Definition 5. Suppose that Q′ ⊂ Q, 1 ≤ |Q′| < |Q|. If f(Q′) = Q′, then the quasigroup
(Q, f) is said to contain the proper subquasigroup Q′ (formally the subquasigroup is the pair
(Q′, f ′), where f ′ is the restriction of f to the set Q′ × Q′; however for the sake of brevity
we will simplify the notation). If additionally it holds that |Q′| ≥ 2, then the subquasigroup
is non-trivial.

In the framework of complexity analysis elementary operations are reading and writing
data from/to a cell in memory (in particular, getting the result of the quasigroup operation
represented by its Cayley table) and arithmetic operations in Zk.

3. Deciding simplicity

We use the following algorithm from [7]:

cycle through all pairs (0, i), i = 1, ..., k - 1

build the transitive closure of the relation 0 ~ i under the action of f

if the relation is non-trivial

return ‘‘non-siple’’

endif

endcycle

return ‘‘simple’’

Theorem 1. The algorithm decides simplicity with complexity O (|Q|3).
Note that in case of quasigroups only uniform relations, i.e. relations with equivalence

classes of equal sizes, may be preserved, so in case of quasigroups of prime orders the answer
is always “simple”.

The algorithm can be easily parallelized, since the iterations of the outermost cycle are
independent. As it is shown in [7], MPI-based solutions scale well; OpenMP-based solutions
scale worse due to the bottleneck formed by memory lookups; CUDA-based solutions for
quasigroups of reasonable orders proved to be slow, as the Cayley table does not fit into
“fast” memory.

The results of the OpenMP implementation tested using a 8-core workstation (i7–3770
CPU @3.40GHz) with 32 gigabytes of RAM are shown in the Table 1 ([7]).

As one can see, even in case of large quasigroups processing takes reasonable time.

4. Deciding non-affinity

Non-affinity is decided using the following algorithm from [7]:
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Table 1. Program runtime (in seconds) for simplicity decision. N is the number of cores
utilized; the remaining fields of the first row are the quasigroup orders.

N 1024 2048 4096 8192 16384 32768
1 1 14 143 1292 10853 86195
2 1 9 79 779 5431 48654
4 1 5 56 510 3776 37201
8 1 4 51 519 4403 34154

reorder the rows and columns of the Cayley table so that the first

row and the first column specify the identical permutation

check whether the resulting table specifies an Abelian group

if not, return ‘‘non-affine’’

set A equal to the column of the original Cayley table starting with 0

set B equal to the row of the original Cayley table starting with 0

if A or B are not automorphisms with respect to +, return ’’non-affine’’

set C equal to the upper left element of the original Cayley table

check that the identity f(x,y) = A(x) + B(y) + C holds

if it does then return ‘‘affine’’

else return ‘‘non-affine’’

Theorem 2. The algorithm decides non-affinity with complexity O (|Q|3).
The hardest part here is associativity check; this part, as well as other complex steps (e.g.

commutativity check or automorphism verification) can be easily parallelized. Performance
of the implementations is similar to the case of simplicity decision. The results of the
OpenMP implementation obtained in the similar way are shown in Table 2 ([7]):

Table 2. Program runtime (in seconds) for non-affinity decision. N is the number of cores
utilized; the remaining fields of the first row are the quasigroup orders.

N 1024 2048 4096 8192 16384 32768
1 1 11 104 776 10809 86293
2 1 5 49 335 5245 42495
4 1 3 28 206 2715 21890
8 1 2 21 250 1995 16331

As one can see, in practice deciding non-affinity is faster than deciding simplicity.

5. Subquasigroup existence check

Let (Q, f) be a quasigroup, Q′ ⊂ Q. Denote by [Q′] the set of all constants generated by f
from Q′. Note that Q′ is a subset of any proper subquasigroup if and only if [Q′] 6= Q. A
straightforward method for deciding whether there exist proper subquasigroups of the size at
least k is to exhaust all k-element subsets Q′ of Q and to compute [Q′] for all of them. The
complexity of this procedure for a fixed value of k obviously equals O

(
|Q|k+2

)
. This bound

can be essentially improved using the following idea: first compute “partial closures” of all Q′

up to a certain size; if a subquasigroup is found, stop, else build a system of representatives
that generate minimum elements in the set of “partial closures” (due to monotonicity of

55



the operation [Q′] reduction to the set of representatives is correct). Finally compute “full
closures” of all representatives. Appropriate parameter selection allows one to essentially
reduce temporal complexity (at the cost of slightly increased spatial complexity).

Theorem 3. The algorithm proposed decides whether there exist non-trivial subquasigroups
with temporal complexity O (|Q|3 log |Q|) and spatial complexity O

(
|Q|5/2

)
. Existence of

arbitrary proper subquasigroups is decided with temporal complexity O
(
|Q|7/3 · (log |Q|)2/3

)
and spatial complexity O (|Q|2).

Parallelization of the algorithm is not as straightforward as in the previous problems;
however our OpenMP implementation showed fairly decent scalability. The case of arbi-
trary proper subquasigroups is processed almost instantly, so we only list results for the
case of non-trivial subquasigroups. Testing environment was the same as in the previous
experiments. Program execution times are shown in Table 3. Missing values indicate that
program execution was terminated because computation time exceeded the threshold.

Table 3. Program runtime (in seconds) for non-trivial subquasigroup decision. N is the
number of cores utilized; the remaining fields of the first row are the quasigroup orders.

N 1024 2048 4096 8192 16384
1 2 27 273 2254
2 1 5 49 454
4 1 4 32 282
8 1 5 27 228 2401

As one can see, execution time is acceptable for quasigroups that fit into memory.
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Abstract. In this work, we will briefly present the main facts from the theory
of polyvectors and multivectors, generalizing the known mathematical construc-
tions. In the report, we will consider the solution of a number of geometric
examples using the Grassmann.jl library. This is implementation of the multi-
vector algebra in the Julia language. It mixes computer algebra calculations with
numerical calculations for better performance.
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Introduction

Geometric algebra originates from the works of G. G. Grassman, W. K. Clifford, and
W. R. Hamilton. It studies the space of multivectors and the geometric product opera-
tion of vectors, which is defined through scalar and external multiplication of vectors. The
geometric product defines the structure of the Clifford algebra [1], generalizing the Grass-
mann algebra [2,3] and the Hamilton quaternion algebra [4].

Multivector algebra generalizes many geometric and algebraic objects. In particular, for
a three-dimensional space, the vector and scalar triple products become a special case of the
external one. The algebra of multivectors of a special kind is isomorphic to the algebra of
complex numbers (in the case of a two-dimensional space) and the algebra of quaternions
(in the case of a three-dimensional space).

The framework of geometric algebra is not so widely known. Although its foundations
were laid out in the works of Grassman and Clifford, but they did not become famous. Only
at the beginning of the current century, works devoted to this area began to appear [3,5,6].
It is worth to note the applied focus of these works: on computer geometry [7] and geometric
methods of mathematical physics.

1. Polyvector algebra

It is necessary to distinguish multivectors and polyvectors. Polyvectors are contravariant
anti-symmetric tensors of rank (0, p). More often, the term p-vector is used. It is used to
denote p-vectors in the same way as ordinary vectors. The rank in some cases is indicated
at the bottom of the letter, for example: u

p
[3]. For p = 2, the term bivector is used, for

p = 3 — trivector, and so on.
With respect to the operation of addition and multiplication by a scalar, the set of p-

vectors form linear space, denoted as Λp(L). The space L is a linear space of contravariant
vectors with the basis 〈e1, . . . , en〉. We will assume that L is defined over the field of real
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numbers R. The linear spaces of polyvectors of rank 0 are identified with the scalar field
Λ0(L) = R, and the spaces of items of rank 1 with the space L.

The binary operation ∧ is called outer product or wedge product if for any p-vectors
u ∈ Λp(L), v ∈ Λq(L) a number of properties are satisfied, including bilinearity, associativity,
and anticommutativity for odd ranks.

• rank(u
p
∧ v

q
) = p+ q.

• u ∧ (v ∧w) = (u ∧ v) ∧w associativity.

• 1 ∧ u = u ∧ 1 = u, where 1 scalar unit (identity).

• α ∧ β = α · β for scalars ∧ equivalent to simple multiplication.

• u
p
∧ v

q
= (−1)pqv

q
∧ u

p
anticommutativity for odd ranks.

• (u + v) ∧w = u ∧w + v ∧w distributivity (right).

• w ∧ (u + v) = w ∧ u + w ∧ v distributivity (left).

• u ∧ (αv) = (αu) ∧ v = α(u ∧ v) this property, coupled with distributivity, gives the
bilinearity of the operation ∧.

From the bilinearity and associativity of the ∧ operation, it follows that Λ(L) is endowed
with the structure of an algebra called the outer algebra of the L space or the Grassmann
algebra.

The number of components of a p-vector depends on the dimension n of the space L
and is equal to Cp

n. For example, a bivector in three-dimensional space has three significant
components, which makes it possible to identify it with a certain vector, which in analytical
geometry is called a pseudovector (for example, the unit normal vector). A trivector, in
three-dimensional space, has one significant component and is called a pseudoscalar (for
example, the torsion of a spatial curve).

In general, the rank of any p - vector embedded in the space L coincides with the rank of
the n− p-vector. This allows you to define a one-to-one mapping between the space Λp(L)
and Λn−p(L), called the complement mapping. For a three-dimensional space L, the vector
product of two vectors can be reduced to the operation of the complement of the outer
product of these vectors. Similarly, the mixed product is reduced to the operation of the
complement of the outer product of three vectors.

In the general case, the n-vector in the n-dimensional space plays the role of a unit
hyper-volume (area, volume in the case of n = 2 and 3).

2. Multivector algebra

Polyvectors already allow us to generalize a number of operations of vector algebra, which
without this generalization are limited only to the special case of three-dimensional and
two-dimensional Euclidean spaces. However, an even more general multivector algebra can
be introduced.

Multivector is an object from Λ(L) =
⊕
p

Λp(L) consisting of elements of different dimen-

sions: scalars, vectors, bivectors, trivectors, etc.
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M = α + u + V
2

+ W
3

+ . . .

In this expression, the summation sign is used in the same sense as the sign of the sum
in complex numbers and quaternions.

Geometric product of two 1-vectors u and v is defined as:

uv = (u,v) + u ∧ v.

This operation makes it possible to determine the divisions of a vector by a vector. The
inverse of an arbitrary vector u is defined as u/‖u‖2, and the division operation is defined
as

u/v = uv−1 = uv/‖v‖2.

Here are some examples of generalizations of known mathematical objects.

For a two-dimensional Euclidean space L with the basis 〈e1, e2〉, the set of multivectors
of the form a + bi is isomorphic to the set of complex numbers a + ib, where a, b are real
numbers, and i = e1e2.

For a three-dimensional space L, the set of multivectors of the form a+ v, where v is a
bivector, is isomorphic to the set of quaternions.

The multivector R = ba, where a and b are some vectors, is called rotor. Acting as a
rotation operator on an arbitrary vector v

v′ = RvR−1

we get a new vector v′, which is the result of rotation of the vector v by the angle 2θ, where
θ — the angle between a and b. It is noteworthy that the formula RvR−1 remains valid for
any dimension of the space L.

3. Grassmann.jl package

The Grassmann.jl [8] package for the Julia language implements the multivector data type,
allows you to set the bases of Euclidean and pseudo-Euclidean spaces, and perform various
manipulations on multivectors in a given basis. An interesting feature of this package is the
ability to combine both numerical and symbolic calculations. Symbolic calculations in this
module are implemented using the Reduce computer algebra system.

The package implements operations of external, internal, and geometric products, as well
as multivectors in Euclidean, pseudo-Euclidean, and projective spaces.

Conclusion

As can be seen from the above, multivectors have great generalizing power. This is especially
evident in the software implementation of the multivector algebra. In the future, we will
demonstrate the use of multivectors in various geometric problems, in particular in the
problems of rotation and reflection in three-dimensional space.

59



Acknowledgments

The theoretical part of the work was done under the RUDN University Strategic Academic
Leadership Program (M.N. Gevorkyan, A.V. Demidova). The numerical study was per-
formed with the support of the Russian Foundation for Basic Research (RFBR) according
to the research project No 19-01-00645 (D.S. Kulyabov, A.V. Korolkova). The symbolical
study was performed with the support of the Russian Science Foundation grant No. 19-71-
30008 (T.R. Velieva).

References

1. Clifford W. K. Applications of Grassmann’s Extensive Algebra. American Journal of
Mathematics. 1878. Vol. 1, No. 4. P. 350–358. ISSN 00029327,10806377.

2. Grassmann H. G. Die Mechanik nach den Principien der Ausdehnungslehre. Mathe-
matische Annalen. 1877. Vol. 12. P. 222–240. DOI: 10.1007/BF01442659.

3. Browne J. Grassmann Algebra : Exploring extended vector algebra with Mathematica.
2009. Incomplete draft Version 0.50.

4. Hamilton William Rowan S. Elements of quaternions. — London : Longmans, Green,
& co, 1866.

5. Chisolm E. Geometric Algebra. 2012.

6. Hitzer E. Introduction to Clifford’s Geometric Algebra. SICE Journal of Control. 2011.
Vol. 4, No. 1.

7. Lengyel E. Foundations of Game Engine Development. V. 1. Mathematics. Lin-
coln, California : Terathon Software LLC, 2016. 195 P. ISBN 9780985811747. URL:
http://foundationsofgameenginedev.com.

8. Leibniz-Grassmann-Clifford differential geometric algebra / multivector simplicial com-
plex. 2021. URL: https://github.com/chakravala/Grassmann.jl.

60



Application of Symbolic Computations

for Investigation of the Equilibria of the System
of Connected Bodies Moving on a Circular Orbit

S.A. Gutnik1,2, V.A. Sarychev3

1Moscow State Institute of International Relations (MGIMO University), Russia
2Moscow Institute of Physics and Technology, Russia

3Keldysh Institute of Applied Mathematics RAS, Russia

e-mail: s.gutnik@inno.mgimo.ru, vas31@rambler.ru

Abstract. Computer algebra methods were used to solve a system of 12 alge-
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equilibria existence in the dependence of the parameter of the problem was in-
vestigated. The effectiveness of the algorithms for Gröbner basis construction
was analyzed depending on the number of parameters of the problem.
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1. Introduction

We consider the dynamics of a system of two bodies (satellite and stabilizer) connected by
a spherical hinge. The system moves in a central Newtonian force field along a circular
orbit. The problem is of practical importance for designing passive gravitational orientation
systems of satellites, that can stay on the orbit for a long time without energy consumption.
The dynamics of various composite schemes for satellitestabilizer gravitational orientation
systems was presented in detail in [1]. The planar equilibrium orientations of two bodies
system were found in papers [2] and [3] in the special cases, when the spherical hinge is
located at the intersection of the satellite and stabilizer principal central axis of inertia and
when the hinge is located on the intersection line of the principal central planes of inertia
of the satellite and stabilizer. In paper [4], some classes of spatial equilibrium orientations
of the satellite–stabilizer system in the orbital reference frame were analyzed, using the
combination of computer algebra and linear algebra methods. In [5] the main attention was
paid to the study of the conditions of existence of the equilibrium orientations of the system
of two bodies refers to special cases when one of the principal axes of inertia of each of
the two bodies coincides with either the normal of the orbital plane, the radius vector or the
tangent to the orbit.

At the previous works we tried to separate the initial algebraic system of 12 equations
into set of more simple algebraic subsystems using special conditions for the system param-
eters. At the present paper we solve the algebraic system by reducing the number of system
parameters. We study the spatial equilibrium orientations of the satellite-stabilizer system
in the orbital coordinate frame for the certain combinations of values of inertial and geo-
metrical characteristic of the connected bodies when equations of stationary motions of the
system depends on one parameter, using Gröbner basis construction method [6] and CAS
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Maple [7], and Mathematica [8]. The spatial equilibrium orientations were determined by
analyzing the roots of algebraic equations from the constructed Gröbner basis. Some results
of this work were presented at the CASC 2020 conference.

2. Equations of motion

Let us consider the system of two bodies connected by a spherical hinge that moves along a
circular orbit [4]. To write the equations of motion of two bodies, we introduce the following
right-handed Cartesian coordinate systems: OXY Z is the orbital coordinate system, the OZ
axis is directed along the radius vector connecting the Earth center of mass C and the center
of mass O of the two–body system, the OX axis is directed along the linear velocity vector
of the center of mass O, and the OY axis coincides with the normal to the orbital plane.
The axes of coordinate systems O1x1y1z1 and O2x2y2z2, are directed along the principal
central axes of inertia of the first and the second body, respectively. The orientation of the
coordinate system Oxiyizi, with respect to the orbital coordinate system is determined using
the pitch (αi), yaw (βi), and roll (γi) angles, and the direction cosines in the transformation
matrix between the orbital coordinate system OXY Z and Oxiyizi can be expressed in terms
of aircraft angles [1]. Suppose that (ai, bi, ci) are the coordinates of the spherical hinge P
in the body coordinate system Oxiyizi, Ai, Bi, Ci are principal central moments of inertia;
M = M1M2/(M1 +M2); Mi is the mass of the ith body; pi, qi, and ri are the projections of
the absolute angular velocity of the ith body onto the axes Oxi, Oyi and Ozi; and ω0 is the
angular velocity for the center of mass of the two-body system moving along a circular orbit.
Then, using expressions for kinetic energy and force function, which determines the effect
of the Earth gravitational field on the system of two bodies connected by a hinge [1], the
equations of motion for this system can be written as Lagrange equations of the second kind
by symbolic differentiation in the Maple system [7] in the case when b1 = b2 = c1 = c2 = 0
and the coordinates of the spherical hinge P in the body coordinate systems are (ai, 0, 0):

d

dt

∂T

∂ẋi
− ∂T

∂xi
− ∂U

∂xi
= 0, i = 1, 6, (1)

where x1 = α1, x2 = α2, x3 = β1, x4 = β2, x5 = γ1, x6 = γ2 and

T = 1/2
(
A1p

2
1 + (B1 +Ma2

1)q2
1 + (C1 +Ma2

1)r2
1

)
+1/2

(
A2p

2
2 + (B2 +Ma2

2)q2
2 + (C2 +Ma2

2)r2
2

)
−Ma1a2

(
(r1a12 − q1a13)(r2b12 − q2b13) (2)

+(r1a22 − q1a23)(r2b22 − q2b23) + (r1a32 − q1a33)(r2b32 − q2b33)
)

is the kinetic energy of the system,

U = 3/2ω2
0

(
(C1 − A1 +Ma2

1)a2
31 + (C1 −B1)a2

32

)
+ 3/2ω2

0

(
(C2 − A2 +Ma2

2)b2
31 (3)

+(C2 −B2))b2
32

)
−Ma1a2ω

2
0(a11b11 + a21b21 + a31b31)

is the force function, which determines the effect of the Earth gravitational field on the system
of two connected by a hinge bodies. Differential equations (1) have the form indicated in [4].

The kinematic Euler equations have the form

p1 = (α̇1 + 1)a21 + γ̇1, p2 = (α̇2 + 1)b21 + γ̇2,

q1 = (α̇1 + 1)a22 + β̇1 sin γ1, q2 = (α̇2 + 1)b22 + β̇2 sin γ2, (4)

r1 = (α̇1 + 1)a23 + β̇1 cos γ1, r2 = (α̇2 + 1)b23 + β̇2 cos γ2.
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3. Investigation of Equilibrium Orientations

Assuming the initial conditions xi = const, also Ai 6= Bi 6= Ci, we obtain from (1) and (4)
the stationary equations

a22a23 − 3a32a33 = 0,

(a23a21 − 3a33a31) +m1(a23b21 − 3a33b31) = 0,

(a22a21 − 3a32a31)− n1(a22b21 − 3a32b31) = 0,

b22b23 − 3b32b33 = 0, (5)

(b23b21 − 3b33b31) +m2(b23a21 − 3b33a31) = 0,

(b22b21 − 3b32b31)− n2(b22a21 − 3b32a31) = 0,

which allow us to determine the equilibrium orientations of the system of two bod-
ies connected by a spherical hinge in the orbital coordinate system. In (5): m1 =
Ma1a2/

(
(A1−C1)−Ma2

1

)
; m2 = Ma1a2/

(
(A2−C2)−Ma2

2

)
; n1 = Ma1a2/

(
(B1−A1)+Ma2

1

)
;

n2 = Ma1a2/
(
(B2 − A2) +Ma2

2

)
.

We consider system (5) as the system of six algebraic equations for 12 direction cosines
unknowns. To solve algebraic equations (5) we add to this system six orthogonality condi-
tions for the direction cosines

a2
21 + a2

22 + a2
23 − 1 = 0, a2

31 + a2
32 + a2

33 − 1 = 0,

a21a31 + a22a32 + a23a33 = 0, b2
21 + b2

22 + b2
23 − 1 = 0, (6)

b2
31 + b2

32 + b2
33 − 1 = 0, b21a31 + b22b32 + b23b33 = 0,

and obtain closed algebraic system of 12 equations for 12 unknowns.
For system (5), (6) the following problem is formulated: for given four parameters, de-

termine all twelve direction cosines. The other six direction cosines (a1i and b1i) can be
obtained from the orthogonality conditions.

In [2, 3], planar oscillations of the two-body system were analyzed, all equilibrium ori-
entations were determined, and sufficient conditions for the stability of the equilibrium ori-
entations were obtained, using the energy integral as a Lyapunov function. In [4], system
(5), (6) was decomposed into homogeneous subsystems, using linear algebra methods and
algorithms for constructing Gröbner basis. Some classes of spatial equilibrium solutions were
obtained from the algebraic equations included in the Gröbner basis.

In [5] and system (5), (6) was solved in the special cases, when one of the principal axes
of inertia of each of the two bodies coincides with either the normal to the orbital plane, the
radius vector or the tangent to the orbit. Algebraic system (5), (6) was divided on the set
of nine subsystems, then some distinct solutions of these subsystems was founded.

Solving the system of 12 algebraic equations (5) and (6) depending on four parameters by
applying methods for constructing Gröbner bases is a very complicated algorithmic problem.
Experiments on the construction of a Gröbner basis for the system of polynomials (5) and (6)
by applying the Groebner[Basis] package implemented in Maple [7] and GroebnerBasis

package implemented in CAS Wolfram Mathematica [8] were performed on a personal com-
puter with 8 GB of RAM and 2.9 GHz Intel Core i7 CPU running 64-bit MS Windows 10.
The results of the experiments are presented in the Table 1. In the general case, we failed
to construct a Gröbner basis for this system.

We carry out a detailed solution of the system of algebraic equations (5) and (6) for the
case when m1 = m2 = n1 = n2 = m. To solve this algebraic system, the Groebner[Basis]

package for Maple 18 and GroebnerBasis package in Wolfram Mathematica 11 were used.
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The number of polynomials in the constructed Gröbner basis in Maple was 160, the size
of which occupies more than 1 million 120 character lines. Then we repeated this result of the
construction the Gröbner basis using the Wolfram Mathematica 11 GroebnerBasis package.
The first polynomial in the Gröbner basis that depends only on one variable x = a33 after
factorization has the form

P (x) = x(x2 − 1)P1(x)P2(x)P3(x)P4(x)P5(x)P6(x)P7(x)P8(x) = 0, (7)

where Pi are the quadratic or biquadratic polynomials. It is necessary to consider two cases
a33 = 0, a2

33 = 1, and eight cases Pi(a33) = 0 (i = 1, 2, 3, 4, 5, 6, 7, 8) to investigate the
solutions of system (5), (6). In our report the investigations of these cases are presented.
Equation (7) and system (5), (6) make it possible to determine all the spatial equilibrium
configurations of the satellite–stabilizer, due to the action of the gravity torque for the given
values of system parameter m.

We have estimated the size of a problem that can be solved by the application of the
Gröbner basis construction method. The obtained results can be used at the stage of pre-
liminary design of gravitational systems to control the orientation of the artificial Earth
satellites.

Table 1. Time required to compute Gröbner basis for particular cases of the system
parameters in Maple and Mathematica

Ex Case of the problem Maple Type of the Maple algorithm Mathematica
1 m1 = m;n1 = m2 = n2 = 1 12324 s Walk/ lexdeg option 6520 s
2 m1 = n1 = m;m2 = n2 = 1 5503 s F4/ tdeg option 18445 s
3 m1 = n1 = m2 = n2 = m 24 h FGLM/ plex option, HPC 31 h
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Abstract. We address the question of efficient construction of geometric inte-
grators – numerical methods preserving some internal geometric structure of the
system of equations. Such methods are of particular importance for modelling
and simulation of mechanical systems, where these structures permit to control
the conservation of physically relevant quantities. We focus our attention on the
so called generalized geometry, for which we present an approach to design higher
order Runge–Kutta style numerical methods.
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Motivation / Introduction

In this contribution we study the structure preserving numerical methods, also often called
geometric integrators appearing naturally in the context of robust and reliable simulation
of mechanical systems. The key idea is that the equations governing mechanical systems
have some intrinsic description using the objects from modern differential and algebraic
geometry, those objects serve as a “proxy” to mimic physical properties of the systems:
symmetries, conservation laws, qualitative behaviour, etc... The strategy itself is not exactly
new, it somehow dates back almost to the middle of the 20th century in the context of
integrable systems. However very often the implementation of it amounts to some “do-it-
yourself” constructions. What we discuss in this text is a part of a big project of bringing
“order and method” to this strategy, namely we work on explicit descriptions of the classes of
mechanical systems with the corresponding geometric structures, for which then we formulate
clear algorithmic approaches to construction of appropriate numerical methods. A recent
overview of the state of the art can be found in [1].

Symplectic integrators

As mentioned above, one of the folkloric examples of geometric integrators are symplectic
numerical methods in the context of Hamiltonian systems. One considers the phase space of
a mechanical system on which a symplectic form is naturally defined – locally this is a skew-
symmetric non-degenerate (constant) bilinear form1 ω – a multidimensional generalization of
the oriented area. Given a smooth function H, this ω permits to define a Hamiltonian vector
field XH governing the dynamics of the system. It is easy to show that ω is invariant by the
flow of XH , but a more interesting property is sort of converse: a vector field preserving ω
will respect the level sets of H.

Phrased this way the symplectic property naturally gives the idea of a numerical method:
if a discretized flow of the system of differential equations (better) preserves the symplectic

1In this text we will only give qualitative descriptions of the necessary geometric objects, skipping technical
details, they may sound vague, but are globally correct. For more precise definitions and details a motivated
reader may consult [2].
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form, it conserves the energy of the system (better). However, to the best of our knowledge,
the symplectic integrators were not constructed this way, they were merely discovered by
chance. In some simulation of planetary systems it has been observed that neither explicit
nor implicit methods produced satisfactory results in terms of stability, while a semi-implicit
method did. And only after, for example in [3], the result was interpreted as above.

Let us, for pedagogical reasons, deduce the form of the symplectic Euler method. Con-
sider a Hamiltonian system

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
,

defined by the Hamiltonian H and the symplectic form ω = dp ∧ dq. Here q are the co-
ordinates of the system, and p are its momenta; they are both multidimensional (vector)
variables, but we omit the indeces not to overload the presentation. To solve this system
consider a family of first order methods

qn+1 = qn + h
∂H

∂p
(q, p), (1)

pn+1 = pn − h∂H
∂q

(q, p), (2)

where h is the timestep, and (q, p) in the right hand sides is a point to be determined. More
precisely, let

q = aqn + bqn+1 and p = cpn + dpn+1

with unknown coefficients a, b, c, d, in principal allowed to be all different. We want the
symplectic form to be conserved, thus compute dpn+1 ∧ dqn+1− dpn ∧ dqn and determine the
conditions for it to vanish up to the maximal possible power of h, for arbitrary choice of H.
Plugging in the (implicit) expressions (1) and (2), and using the Taylor expansion for the
right hand sides, one obtains for the linear term the condition

a+ b− c− d = 0,

which is trivially satisfied due to the consistency of the method: a + b = 1, c + d = 1. But
already the quadratic term adds to this a non-trivial condition

a− d = 0,

which precisely means that the method should be neither purely explicit nor implicit. It is
satisfied by the standard symplectic Euler method, where a = d = 1, b = c = 0. The com-
putation may go further and potentially produces other conditions. The same strategy can
eventually be applied for higher order methods that replace (1) and (2), and as mentioned,
is relevant for other geometric structures – we describe them in the next section.

Dirac structure based methods

The Hamiltonian–symplectic formalism described above is appropriate for conservative iso-
lated mechanical systems. Since its establishment several other directions have been ex-
plored, here in particular we discuss systems with constraints. It has been observed ([4])
that the relevant geometry for those is related to Dirac structures, not going into technical
details, let us just give an idea of those. For classical mechanics one can describe the system
using coordinates and either velocities or momenta – that gives Lagrangian or Hamiltonian
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picture respectively. Dirac structures, roughly speaking use both of them simultaneously, so
the considered space is enlarged; but they also take into account that velocities and momenta
are not independent, so the space is restricted back in a non-trivial way. Hence, if the system
is subject to some constraints, those can be formulated in terms of velocities, or momenta,
or both.

The main message of [4], reviewed in [5], is that considering the Dirac structure associated
to the constraint distribution, one can apply the techniques of variational integrators to
design a numerical method which preserves the constraints better than the usual one. In [5,
6] we have constructed an improvement of such a Dirac based method, and considered some
applications of it. But as mentioned, this has been done rather by an “educated guess”,
than by a generalizable procedure. In this text, we present a more algorithmic approach, in
the style of the above symplectic discussion.

The starting point of [4, 5] is the data of a Lagrangian L = L(q, v), and constraints
ϕ(q, v) = 0, again all the variables are of appropriate dimension, but the indeces are dropped.
The dynamics will however be viewed in the (q, p)-space:

q̇ = v, ṗ =
∂L

∂q
+ λα, (3)

where α = dϕ – the generators of the vanishing ideal for the constraints, λ is the set of
Lagrange multipliers. The constraints are rewritten as

α(v) = 0, (4)

and the relation of v and p is given by the Legendre transform

p =
∂L

∂v
. (5)

These two (algebraic) conditions as well as the differential equations (3) are deduced directly
from the Dirac structure.

We will now apply the Runge–Kutta type methods to solve (3). Recall that for an
equation ẏ = f(y) the method reads

yn+1 = yn + h
s∑
i=1

biki, ki = f(yn + h
s∑
j=1

aijkj). (6)

This general form of solution is applied to both equations in (3), obviously with different f .
Note that the method is a priori allowed to be implicit, and the coefficients aij and bi can
and will eventually be different for the two equations.

The same procedure as for the symplectic form above is now applied to the equations
(4) – (5): suppose that they are satisfied at the n-th step — compute the approximation
of them for the (n + 1)-st one, using the Taylor expansion — force it to be satisfied up to
the maximal possible power of h. As a result, for s = 1, i.e. for the simplest first order
Runge–Kutta method, one reproduces up to h2 the Dirac-1 integrator spelled-out explicitly
in [6]. Moreover one sees that holonomic constraints, that is not depending explicitly on v,
are better preserved.

Higher order methods (s > 1) will be presented in detail in the extended version of this
paper ([7]), together with careful benchmark tests and examples of application to mechanical
systems. But already here it is important to note, that in contrast to the original approach
of [4] their derivation sketched here is rather straightforward. The only arising complication
is because of lengthy formal computation, potentially treated by computer algebra tools.
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Conclusions / Outlook

Let us mention several remarks in conclusion.
First, the main framework discussed above – systems with constraints – seem to be a very

particular class of systems. This is true from the mechanical point of view, but not exactly
from the geometric perspective: for instance, apparently the Dirac structures constructed
from the constraint distribution behave similarly to the ones from symplectic foliations of
Poisson manifolds, this makes us think about Poisson integrators.

Second, Dirac structures also appear naturally for dissipative and coupled systems –
the preservation of it by the continuous or discrete flow corresponds to power balance. We
discussed some open questions on that in [2], and we can now add one more near at hand
direction to them – constructing appropriate higher order discretizations.

Third, and probably conceptually the most important, is the relation of the above
discussion to so called graded geometry. In fact all the above mentioned geometric
constructions have a uniform and rather convenient description in terms of differential
graded manifolds. We have sketched their description in [1] and [2], and mentioned some
open computer algebra problems. Note here, that the discretization in the “graded world”
is also a totally unexplored field that we plan to address in the nearest future.

Acknowledgments. This work is supported by the CNRS 80 Prime project “GraNum”.
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Abstract. Algorithms were previously proposed that allow one to find truncated
Laurent solutions to linear differential equations with coefficients in the form of
truncated formal power series. Below are suggested some automatic means of
confirming the impossibility of obtaining a larger number of terms of such solu-
tions without some additional information on a given equation. The confirmation
has the form of a counterexample to the assumption about the possibility of ob-
taining some additional terms of the solution.
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1. Problem Statement

In [1–3], we considered linear ordinary differential equations with coefficients given as trun-
cated power series. We discussed the question of what can be learned from equations given
in this way about their Laurent solutions, i.e. solutions belonging to the field of formal Lau-
rent series. We were interested in the maximum possible information about these solutions,
that is invariant with respect to possible prolongations of the truncated series which are the
coefficients of the given equation (a prolongation of a truncated series is a series, possibly also
truncated, whose initial terms coincide with the known initial terms of the original truncated
series; correspondingly, the prolongation of an equation with truncated-series coefficients is
an equation, whose coefficients are prolongations of the coefficients of the original equation).
Algorithms for constructing such invariant truncated Laurent solutions were presented in
the mentioned papers. In other words, the presented algorithms provide exhaustive use of
information on a given equation. Maple [4] was chosen as a tool of the implementation.

Now we are focusing on the question of automatic confirmation of such exhaustive use
of information on a given equation, i.e. the confirmation that it is not possible to add any
additional terms to the constructed truncated solutions that are invariant with respect to
prolongations of the given equation. In order to confirm this, it is sufficient to demonstrate
a counterexample with two different prolongations of the given equation which lead to the
appearance of different additional terms in the solutions.

Below, preliminary versions of procedures for searching for counterexample prolongations
are presented. The procedures are based on finding Laurent solutions with literals, i.e.,
symbols used to represent the unspecified coefficients of the series involved in the equations
(see [3]). Those symbols are coefficients of the terms, the degrees of which are greater than
the degree of the series truncation. Finding Laurent solutions using literals means expressing
the subsequent (not invariant to all possible prolongations) terms of the series in the solution
as formulas in literals, i.e. via unspecified coefficients. This allows one to clarify the influence
of unspecified coefficients on the subsequent terms of the series in the solutions.

Differential equations in the sequel are written using the operator θ = x d
dx

.
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2. Examples

The confirmation of exhaustive use of the information on a given equation in the truncated
Laurent solution is implemented as the Maple procedure ExhaustiveUseConfirmation.

Example 1. Consider the following equation with the truncated-series coefficients and
construct its Laurent solution using the TruncatedSeries package [1–3] :

> eq := (-1+x+x^2+O(x^3))*theta(y(x),x,2)+(-2+O(x^3))*theta(y(x),x,1)+

(x+6*x^2+O(x^4))*y(x);

eq :=
(
−1 + x+ x2 +O(x3)

)
θ(y(x), x, 2) +

(
−2 +O(x3)

)
θ(y(x), x, 1)

+
(
x+ 6x2 +O(x4)

)
y(x)

> sol := TruncatedSeries:-LaurentSolution(eq,y(x));

sol :=

[
c1

x2
− 5 c1

x
+ c2 +O(x), c2 +

x c2

3
+

5x2 c2

6
+

13x3 c2

30
+O(x4)

]
The invocation of the procedure ExhaustiveUseConfirmation confirms exhaustive use of
the information on the given equation with presenting two different prolongations of the
equation that lead to two different prolongations of the solution. The procedure prints out
details on two different equation prolongations and their solutions. It is shown that the
provided solutions are different prolongations of the solution of the given equation with
presenting different additional terms in the solutions.

> ExhaustiveUseConfirmation(sol, eq, y(x));

The equation prolongation #1(
−1 + x+ x2 − x3 +O(x4)

)
θ(y(x), x, 2) +

(
−2− x3 +O(x4)

)
θ(y(x), x, 1)

+
(
x+ 6x2 − x4 +O(x5)

)
y(x)

Additional term(s) in the equation prolongation:

y(x)(−x4 +O(x5)) + θ(y(x), x, 1)(−x3 +O(x4)) + θ(y(x), x, 2)(−x3 +O(x4))

The equation solution:[
c1

x2
− 5 c1

x
+ c2 + x

(
c2

3
− 37 c1

3

)
+O(x2), c2 +

x c2

3
+

5x2 c2

6

+
13x3 c2

30
+

11x4 c2

24
+O(x5)

]
Additional term(s) in the equation solution:[
x

(
c2

3
− 37 c1

3

)
+O(x2),

11x4 c2

24
+O(x5)

]
The equation prolongation #2(

−1 + x+ x2 + x3 +O(x4)
)
θ(y(x), x, 2) +

(
−2 + x3 +O(x4)

)
θ(y(x), x, 1)

+
(
x+ 6x2 + x4 +O(x5)

)
y(x)
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Additional term(s) in the equation prolongation:

y(x)(x4 +O(x5)) + θ(y(x), x, 1)(x3 +O(x4)) + θ(y(x), x, 2)(x3 +O(x4))

The equation solution:[
c1

x2
− 5 c1

x
+ c2 + x

( c2

3
− 11 c1

)
+O(x2), c2 +

x c2

3
+

5x2 c2

6

+
13x3 c2

30
+

43x4 c2

72
+O(x5)

]

Additional term(s) in the equation solution:[
x
( c2

3
− 11 c1

)
+O(x2),

43x4 c2

72
+O(x5)

]
Example 2. Consider a prolongation of the given equation with other additional terms

(we use an auxiliary procedure ConstructProlongation) and construct its Laurent solution:

> eq1 := ConstructProlongation(theta(y(x), x, 1)*x^3, eq, y(x))(
−1 + x+ x2 +O(x3)

)
θ(y(x), x, 2)+

(
−2 + x3 +O(x4)

)
θ(y(x), x, 1)+

(
x+ 6x2 +O(x4)

)
y(x)

> TruncatedSeries:-LaurentSolution(eq1,y(x));[
c1

x2
− 5 c1

x
+ c2 +O(x), c2 +

x c2

3
+

5x2 c2

6
+

13x3 c2

30
+O(x4)

]
We see that the solution is the same as the solution of the given equation eq. It shows that
it is not sufficient just to construct the solutions of two random different prolongations for
confirming exhaustive use of the information on a given equation. Supplementary informa-
tion provided by the additional terms information provided by the additional terms in a
random prolongation does not necessarily lead to appearance of some additional terms in
the equation solutions, so such a prolongation may not be used as a counterexample.

Example 3. Consider one more equation and its Laurent solution:

> eq := (x + O(x^2))*theta(y(x), x, 1) + O(x^2)*y(x);

eq :=
(
x+O(x2)

)
θ(y(x), x, 1) +O(x2)y(x)

> sol := TruncatedSeries:-LaurentSolution(eq,y(x));

sol := [ c1 +O(x)]

Instead of using procedure ExhaustiveUseConfirmation, it is possible to check exhaustive
use of the information on the given equation using two additional implemented procedures
step by step. This way may be a better than using the text printed by the procedure
ExhaustiveUseConfirmation when, for example, the details of the counterexample are
needed in some further algorithmic processing.

First, the invocation of the procedure DifferentProlongationExtras gives two different
additional terms to construct two different prolongations of the given equation:

> dp := DifferentProlongationExtras(eq, y(x));
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dp :=
[
y(x)

(
−x2 +O(x3)

)
, y(x)

(
x2 +O(x3)

)]
Next, the procedure ConstructProlongation is applied twice to construct the equation
prolongations.

> eq1 := ConstructProlongation(dp[1], eq, y(x));

eq1 :=
(
x+O(x2)

)
θ(y(x), x, 1) + y(x)

(
−x2 +O(x3)

)
> eq2 := ConstructProlongation(dp[2], eq, y(x));

eq2 :=
(
x+O(x2)

)
θ(y(x), x, 1) + y(x)

(
x2 +O(x3)

)
Finally, the Laurent solutions of each equation prolongation are constructed:

> sol1 := TruncatedSeries:-LaurentSolution(eq1, y(x))

sol1 :=
[
c1 + x c1 +O(x2)

]
> sol2 := TruncatedSeries:-LaurentSolution(eq2, y(x))

sol2 :=
[
c1 − x c1 +O(x2)

]
We can see that the different equation prolongations lead to two different solution prolonga-
tions.
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1. Introduction: Names and References as Data

Computer algebra systems manipulate formulas with variables, which may be free or bound
by quantifiers in nested scopes. Here, variables become elements of the data domain, while
in normal use they belong to the language of mathematics, a meta-level compared to the
level of ordinary mathematical values. Thus, we need a theory of data containing variables
or names in order to prove correctness of symbolic manipulation.

It so happens that a similar problem has arisen in post-Algol programming languages
which contain references to mutable objects as plain data. The concept of an object and
reference is the cornerstone of object-oriented languages. Everything else is just syntactic
constructs. Thus, the task of developing a mathematical semantics of modern languages
requires a theory of references.

In fact, the domains of variables, names and references are one and the same. Classical
mathematics and its set-theoretic foundation deal with values, which are significantly dif-
ferent from objects and references. Value equality and reference identity are quite different
concepts. In Russian, we have special words to distinguish them in everyday life: “takoi zhe”
and “tot zhe samyi”. Interestingly, the English word “same” fulfills both roles, and there
is no such clear distinction. Speaking in Russian, we can say that classical mathematics is
the theory of the “takoi zhe” relation between values, while computations in object-oriented
languages deal with the “tot zhe samyi” relation between references and objects.

Below we explain the problem and some subtleties of developing a theory of names and
references, point out the recent achievements of a group of mathematicians led by Andrew
Pitts [6, 8, 9, 10] and present an outline of what can be called an operational denotational
semantics of a functional language with names as data.

2. History and Related Works

The subtleties of manipulating terms and formulas with free and bounded variables are
actually well-known. It is worth mentioning the trick in N.Bourbaki’s treatise [3, see the
first page of Chapter 1] with bars (referred to as links in [3]) above lines of text in the
basic formal language (referred to as assembly in [3]). This turns it upside down by using
at the foundation of mathematics the non-trivial notion of a graph, which requires its own
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definition. Set theory, being the heart of modern mathematics, does not capture the graph
notions directly. Only a tree is a natural datum in classical set theory and traditional
mathematics, everything else is a construct.

For a while in history, name manipulation was considered only at the meta-level, at the
level of a mathematical or programming language (not counting the rare special construction
of passing an argument by name as in Algol-60), rather than at the level of ordinary data
as first-class citizens. The problem with variable names has become more acute in software
systems for processing mathematical expressions. While developing a computer algebra
system AUTOMATH, N.G. de Bruijn invented indices, later named after him, which are the
representation of a bound variable by an integer denoting the number of lambdas from an
occurrence of a variable to its lambda [4]. Needless to say, this is more of a programming
trick for this particular case than an adequate formalization that reflects the essence.

The idea of a proper notion of a name and a reference to a mutable object as data
gradually penetrated into programming languages in the 1960s. The first properly designed
language with references to mutable objects as plain data was Simula-67 [5]. It established
the main concepts of object-oriented programming.

In the 1980s, when object-oriented programming became widespread, it was realized that
objects and references are a significantly different kind of data than values, such as numbers,
strings, lists, etc. One of the first papers (as far as I know) in which this question was
explicitly raised and discussed was [7]. Classical mathematics deals only with values, it lacks
the concepts to directly talk about names and references. Thus, the problem of a semantics
of names actually arose, but for a long time it was not given due attention.

Since the early 1990s, category theory mathematician Andrew Pitts has pioneered re-
search into the proper mathematical foundations of names and references as data. The
papers [6, 8, 9, 10] are just some of the many interesting works describing the results by his
group. In 2019 the contribution of Murdoch Gabbay and Andrew Pitts was recognized with
the ACM Alonzo Church Award “for their ground-breaking work introducing the theory of
nominal representations” [1]. They developed two approaches to the semantics of names:
in Set Theory based on Fraenkel-Mostowski permutation model and in Category Theory.
We hypothesize that the categorical approach is more promising as a foundation for proving
properties of symbolic manipulation and object-oriented program verification.

3. Constructive Denotational Semantics of a Language with Names

Let us show the essence of the topic by presenting an outline of a semantics of a language
with names or references. Consider an arbitrary pure functional language to your taste – be
it statically typed (as Haskell) or untyped (as Lisp). A first-order subset (without lambda
expressions) is sufficient for our purposes. To write examples, we use common mathematical
notation for values, terms, and function definitions. Any of the usual operational semantics
of a functional language is appropriate.

Now consider the following extension of the language (like FreshML in [10]). Extend the
data domain with names that are atomic in the sense that each one has no other property
than being equal to itself and unequal to other data. The values passed as arguments and
returned by functions are like the usual ones, but possibly containing names at the tips.

Extend the functional language with a new operator, which generates a new, fresh name
each time it is called, which by definition is unequal to any name already encountered in
computation. For example, a term f(new) returns a pair of two different new names where
the function f is defined as follows (the sign “:=” means “is by definition”):

f(x) := 〈new, x〉
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What are the properties of such a language? First, the fundamental property of the
mathematical language and pure functional programming languages, called referential trans-
parency, is violated. This means that several evaluations of a term can produce unequal
results, e.g., new 6= new and f(x) 6= f(x) for any x, where f is as above.

Second, the usual set-theoretic denotational semantics of functional languages does not
work, since each term must be assigned a single denotation, which can be used in place
of all occurrences of the term, preserving the meaning. But the result of a function call,
which contain new names, e.g., new in the simpest case, cannot serve as such denotation.
Moreover, the data domain with names is not a set in the classical sense. Of course, non-
standard set-theoretical models of this domain can be constructed, but this complicates the
situation. Such theories have been developed by the group led by Andrew Pitts [6, 8, 9, 10].

Have any properties been preserved after such an extension? Indeed, instead of equality,
there is the observational or contextual equivalence of the results of several evaluations of
the same term. It means that values are equivalent if they cannot be distinguished by
any predicate defined in the language. Denoting this equivalence with the sign ≈, we have
new ≈ new, f(x) ≈ f(x) for any x; moreover, for any f, x, y:

x ≈ y ⇒ f(x) ≈ f(y)

Based on this property, various nice semantics can be defined for a language with names:
in set theory in a certain non-standard way, in category theory, as well as operational se-
mantics that does not require computation time to define the generation of fresh names. Let
us give an idea and an outline of the latter.

Let the denotation of a closed term T be not the result value y, but a term of the following
form obtained from y by considering as variables all new names n1, . . . , nk produced during
evaluation of T ; the list of names is prepended to y along with a sign ν:

ν n1 . . . nk. y

Different results of each act of evaluation of the term T are obtained from this denotation
by evaluating the following lambda expression:

(λn1 . . . nk. y) new . . .new

which means: substitute unique new names for all variables n1, . . . , nk in y.
Next, let the denotation of a function f be a set of terms of the following form (rather

than a set of argument-value pairs, as usual):

λm1 . . .ml. x 7→ ν n1 . . . nk. y

Such function denotation determines the result of evaluation of a function call f(a) as
follows. Find an element of the denotation with left-hand side λm1 . . .ml. x and names
b1, . . . , bl occurring in a such that a = (λm1 . . .ml. x) b1 . . . bl. Then return the result of the
following lambda expression:

(λm1 . . .ml. x) ((λn1 . . . nk. y) new . . .new) b1 . . . bl.

Operationally, the denotations of functions of a program are gradually collected during
computation by constructing such elements from argument-value pairs: m1 . . .ml are all
the names occurring in the argument, n1 . . . nk are the names generated during evaluation
of the function call. It can be proved that plain evaluation and computation using these
denotations produces contextually equivalent results.
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We see that this semantics satisfies the usual requirements to the denotational semantics:
each term and function in a program has a denotation, although denotations are constructive
terms rather than elements of the set-theoretical world. Therefore, it is referred to as a
constructive denotational semantics.

4. Conclusion

We considered the problem of adequate formalization of names in mathematical formulas
and references in object-oriented languages. The intention was to have a formal semantics of
free and bound names that is simpler than the usual formalization using imperative concepts
of time and sequential processing when it comes to generating fresh names. The essence of
the problem and its possible solutions were shown for a functional language extended by a
new/fresh name generator.

To formulate the object under study, an outline of a constructive denotational semantics
for such a language was presented. It is based on the recent achievements in the field of
nominal techniques of the group led by Andrew Pitts.

The formalization of names as data objects in a functional language is a prerequisite for
the full semantics of objects with mutable states in object-oriented languages. This topic
was not discussed above; this is our further work. We study it with the aim of developing a
deterministic parallel programming language that lies between purely functional and object-
oriented languages [2].
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Introduction

Mereology is the study of the part-to-whole and part-to-part relations within the whole. In
quantum mereology, the whole is an isolated quantum system (“the universe”) in a given
pure state, undergoing a given unitary (Schrödinger) evolution. Quantum mereology stud-
ies the interrelations between singled out subsystems of the universe (“observable system”,
“observer”, “environment”, etc.), the emergence of geometry from quantum entanglement,
and other fundamental issues of quantum mechanics.

We develop and implement algorithms based on computer algebra techniques to perform
the following. An isolated quantum system, constructed in the framework of finite quantum
mechanics, is decomposed into a tensor product of subsystems. By reducing the “universe”
quantum state, we obtain mixed states for subsystems. This allows us to study energy
interactions and quantum correlations between subsystems and their time evolution.

Decomposition of a Quantum System

Tensor product of Hilbert spaces. The (global) Hilbert space H of a K-component
quantum system is the tensor product of the component (local) Hilbert spaces Hk

H = H1⊗ · · ·⊗Hk⊗ · · ·⊗HK . (1)

If dimH = N and dimHk = dk, then N = d1 · · · dK . For any d-dimensional Hilbert
space, the ith orthonormal basis element is denoted by |i〉, that is, |0〉 = (1, 0, . . .)>,
|1〉 = (0, 1, 0, . . .)>,. . . , |d− 1〉 = (0, 0, . . . , 1)>. Tensor monomials of local basis elements
form an orthonormal basis in the global Hilbert space

|i〉 = |i1〉⊗ · · · ⊗ |ik〉⊗ · · · ⊗ |iK〉 , (2)

where |i〉 ∈ H, |ik〉 ∈ Hk and

i = i1 (d2 · · · dK) + . . .+ ik (dk+1 · · · dK) + . . .+ iK . (3)

Tensor factorization of a Hilbert space. We can reverse the procedure, since (2) is a
bijection: the sequence i1, . . . , iK is uniquely recovered from i by (3). Given an orthonormal
basis in an N -dimensional Hilbert space H and a decomposition N = d1 · · · dK , we can
construct a particular isomorphism of the form (1). When constructing an isomorphism, we
must take into account the freedom in the choice of basis: a unitary transformation of the
global space H changes the isomorphism. Thus, to specify a factorization of a Hilbert space
H we need a decomposition of dimH and a unitary transformation U that fixes a basis inH.
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Decomposition of a pure quantum state. Since any mixed state of a quantum system
can be obtained from a pure state in a larger Hilbert space by taking a partial trace, it is
natural to assume that at a fundamental level the state of an isolated system must be pure.
For a given factorization dimH = d1 · · · dK , we introduce the set (of “geometric points”)

X = {1, . . . , K} . (4)

Subsystems are identified with subsets A ⊆ X. The density matrix of the pure state |ψ〉 ∈ H
of the entire system is ρ =

|ψ〉〈ψ|
〈ψ | ψ〉 . To take into account the unitary freedom, we introduce

the matrix ρU = UρU †. According to the laws of quantum mechanics, the statistical behavior
of the subsystem A is correctly described by the reduced density matrix ρUA = trX\A ρ

U

calculated by taking the partial trace over the complement to A.

Finite Quantum Mechanics
We use a version of quantum theory [1] in which the groups of unitary evolutions are
replaced by linear representations of finite groups, and the field of complex numbers is
replaced by its dense constructive subfields that naturally arise from the non-negative
integers and roots of unity.

Permutation Hilbert space Any linear (hence unitary) representation of a finite group
is a subrepresentation of some permutation representation. This implies that the formal-
ism of quantum mechanics can be completely1 reproduced based on permutations of some set

Ω = {e1, . . . , eN} ∼= {1, . . . ,N}
of primary (“ontic”) objects on which a permutation group G ≤ SN acts.

The Hilbert space on Ω, needed for calculations in quantum theory, can be most economi-
cally constructed on the basis of two primitive concepts: (a) natural numbers N = {0, 1, . . .},
abstraction of counting, and (b) roots of unity, abstraction of periodicity.

To construct a field F sufficient for all the needs of the quantum formalism, we can
proceed as follows. We extend the semiring N to the ring N [ζ`], where ζ` is the `th primitive
root of unity, and ` is the LCM of the periods of the elements of G. The algebraic integer ζ`
can be written in complex form as ζ` = e2πi/`. Finally, constructing the quotient field of the
ring N [ζ`], we arrive at the cyclotomic extension of the rationals F = Q

(
e2πi/`

)
. For ` > 2,

the field F , being a dense subfield of C, is empirically indistinguishable from C.
Treating the set Ω as a basis, we obtain an N -dimensional Hilbert space HN over F .

The action of G on Ω determines the permutation representation P in HN by the matrices
P(g)i,j = δig,j, where ig denotes the (right) action of g ∈ G on i ∈ Ω.

Decomposition of permutation representation The permutation representation of
any group G has the trivial one-dimensional subrepresentation in the space spanned by
the all-ones vector |ω〉 = (1, 1, . . . , 1)> . The complement to the trivial subrepresentation is
called the standard representation. The operator of projection onto the (N − 1)-dimensional
standard space H? has the form

P? = 11N −
|ω〉〈ω|
N .

Quantum mechanical behavior (interference, etc.) manifests itself precisely in H?. Banks
made a profound observation [2] that the projection of classical permutation evolutions in
the whole HN leads to truly quantum evolutions in the subspace H?. Banks also showed
that the choice G = SN , where N is the number of fundamental (Planck) elements,2 “can
accurately reproduce all of the results of conventional quantum mechanics”.

1Modulo empirically insignificant elements of traditional formalism such as infinities of various kinds.
2By the current cosmological data, the number N is estimated as ∼ Exp(Exp(20)) and ∼ Exp(Exp(123))

for 1 cm3 of matter and for the entire Universe, respectively.
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Ontic vectors. SN is a rational-representation group, i.e., its every irreducible represen-
tation (the standard representation is one of them) is realizable over Q. This means that to
describe evolutions in H?, it is sufficient to consider only vectors with rational components
(complex numbers – nontrivial elements of cyclotomic extensions – may be needed only in
problems that require splitting representations of some proper subgroups of SN into irre-
ducible components). It is easy to show that any quantum state in H? can be obtained by
projection of vectors from HN with natural components. To build constructive models, we
need to select a finite subset in the set of natural vectors.

Ontic vectors are vectors with coordinates from the set {0, 1}, i.e., bit strings of lengthN .
These vectors are attractive for both ontological and computational reasons. Interpreting
ontic vector |q〉 as a characteristic function, we can identify it with the subset q ⊂ Ω. The
complete set of ontic vectors is Q = 2Ω \{∅,Ω} , |Q| = 2N −2 . The number of ontic vectors
depends exponentially on N , i.e., they represent quantum states fairly well at large N .

The inner product of ontic vectors |q〉 and |r〉 in HN is 〈q | r〉 = 〈q&r〉, where & is the
bitwise AND for bit strings, and 〈 · 〉 denotes population number (or Hamming weight). The

inner product of normalized projections onto H? is S(q, r) =
N〈q& r〉 −〈q〉 〈r〉√
〈q〉 〈∼q〉 〈r〉 〈∼r〉

, where

∼ is bitwise inversion. The identities 〈∼a〉 = N − 〈a〉 and 〈a& b〉 + 〈a& ∼b〉 = 〈a〉 imply
the folowing symmetry with respect to transpositions of subsets of the ontic set and their
complements S(q, r) = −S(∼q, r) = −S(q,∼r) = S(∼q,∼r) .

Ontic and Energy Bases

Ontic basis. The original permutation basis in the space HN , i.e., the set Ω, will be
referred as the ontic basis. In this basis, the pure density matrix in H? associated with the
ontic state |q〉 ∈ HN has the form

ρoq =
P? |q〉〈q|P?
〈q |P?| q〉

=
1

N
(|q〉 − α |ω〉) (〈q| − α 〈ω|)

α (1− α)
, (5)

where α = 〈q〉 /N is the population density. There is an obvious duality: the expres-
sion for the density matrix ρo∼q is obtained from (5) by replacements q → ∼q and α→ 1−α.

Energy basis. In continuous QM, the evolution of an isolated system is described by the
one-parameter unitary group Ut = e−iHt generated by the Hamiltonian H whose eigenvalues
are called energy eigenvalues. In finite QM, the evolution is described by a cyclic group
U(g)t generated by an element U(g) ∈ P(G), where t is an integer parameter. We call the
energy basis an orthonormal basis in which the matrix U(g) is diagonal.

Any permutation is a product of disjoint cycles. One can show that the total number
of cycles of length ` in the whole group SN is N !/`, and, therefore, the expected number of
`-cycles in a single permutation is 1/`. That is, high-energy evolutions are more common.

The `-cycle matrix has the form (C`)ij = δi−j+1 (mod `). The diagonal form of this

matrix is F`C`F
−1
` = diag

(
1, ζ`, ζ

2
` , . . . , ζ

`−1
`

)
, where ζ` = e2πi/` is the `th primitive root of

unity, and (F`)ij = ζ
−(i−1)(j−1)
` /

√
` is the Fourier transform matrix. F` is both unitary and

symmetric, therefore F−1
` = F †` = F ∗` =⇒

(
F−1
`

)
ij

= ζ
(i−1)(j−1)
` /

√
`. In general, the matrix

of the permutation representation of an element g ∈ SN is the direct sum of cyclic matrices

U(g) =
M⊕
m=1

C`m , and the corresponding diagonalizing matrix is F =
M⊕
m=1

F`m , which is the

transition matrix from the ontic basis to the energy basis. The density matrix in the energy
basis can be calculated from (5) by the formula ρeq = FρoqF

∗.
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Entanglement Measures
Quantitatively, quantum correlations are described by measures of entanglement, which are
based on the concept of entropy. The most commonly used in physics is the von Neumann
entropy S1(ρ) = − tr(ρ log ρ) . Also often used are entropies from the Rényi family

Sα(ρ) =
1

1− α log tr(ρα) , α ≥ 0, α 6= 1.

In our calculations, we use the 2nd Rényi entropy S2(ρ) = − log tr
(
ρ2
)

(also called the
collision entropy) for the following reasons:

(a) It is easy to calculate: tr
(
ρ2
)

=
n∑
i=1

ρ2
ii + 2

n−1∑
i=1

n∑
j=i+1

|ρij|2.

(b) tr
(
ρ2
)

coincides with the Born probability: “the system observes itself ”.
(c) tr

(
ρ2
)

is squared Frobenius (Hilbert-Schmidt) norm of the matrix ρ.

Example of Calculation

1 2 3 4 5 6 7 8 9 10 11
Subsystem size |A|

0

1

2

3

4

5

6

En
tr

op
y 
S 2

(ρ
A
)

d= 2 |X|= 12 N= d
|X|

= 4096 〈
q1
〉
= 2032〈

q2
〉
= 2037〈

q3
〉
= 2037〈

q4
〉
= 2029〈

q5
〉
= 2050〈

q6
〉
= 2053〈

q7
〉
= 2058〈

q8
〉
= 2112〈

q9
〉
= 2035〈

q10
〉
= 2040

The figure presents the values of entropy S2(ρA) computed in the ontic basis for the decom-
position N = 212. Data for subsystems of all possible sizes, computed for ten randomly
generated ontic vectors, demonstrate the following features:
(a) Weak dependence on the quantum state: visually, all graphs are almost identical. This
behavior arises for a sufficiently large number of decomposition components (4).
(b) Symmetry S2(ρA) = S2

(
ρX\A

)
is a manifestation of the Schmidt decomposition of a pure

state: both matrices ρA and ρX\A have identical sets of nonzero eigenvalues.
(c) For |A| noticeably smaller than |X| /2, the reduced state is close to the maximally mixed
state: S2(ρ

A
) ≈ |A| log d. In our example, d = 2.
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1. On the boundary between big data and small data

From the point of view of computational mathematics, the size of the input problem largely
determines the accumulation of computational error.

When the calculation error reaches the value of the sought numbers, then a revision of
the computational algorithm is required. If algorithms demonstrate such an error starting
from a certain matrix size, then this size can be considered a borderline between large and
small data.

In paper [1], all matrix algorithms are classified into three classes:
(MA1) the rational matrix algorithms,
(MA2) the irrational matrix algorithms, which are expressed in radicals,
(MA3) the irrational iterative matrix algorithms, which are not expressed in radicals.

For the experiment, the Cholesky algorithm for decomposition of a symmetric positive
definite matrix was chosen, which belongs to class MA2. To obtain the initial matrix for
decomposition, triangular matrices with integer coefficients between 1 and 9 were randomly
chosen and multiplied by their transposed matrix. Thus, the correct decomposition result
was known in advance. The calculations were performed with double precision and 100
experiments were performed for matrices of the same size. Subtracting the matrix obtained
in the decomposition from the exact one, the error was found as the largest number in
absolute value.

Table 1 shows the results of such experiments. The first line shows the maximum error
per 100 experiments, and the second line shows the average error.

Table 1. The value of the calculation error in the Cholesky decomposition algorithm

Matrix size 4× 4 8x8 16× 16 32× 32 64× 64
Maximum error value 2 · 10−13 10−10 3 · 10−6 0.6 142
Average error value 6 · 10−15 4 · 10−12 6 · 10−8 0.01 7.9

As can be seen from the table, the average error reaches the value of the input numbers
already for matrices of size 64.

These experiments show that size 64 is the boundary between big data and small data
for this triangular decomposition problem.
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2. Three types of inverse matrices

We consider three types of inverse matrices: inverse, pseudoinverse, and generalized inverse.
We are interested in class 1 algorithms, since for these algorithms it is possible to over-
come the problem of accumulating computational error if all calculations are carried out in
the commutative domain. So we discuss algorithms,which are applicable for commutative
domains.

Definition 1. Matrix A−1 is the inverse of a square nondegenerate matrix A if two equalities

A−1A = AA−1 = I (1)

are true.

Definition 2. Matrix A× is a pseudo inverse for matrix A if two equalities

A× = A×AA×, A = AA×A (2)

are true.

Definition 3. Matrix A+ is a generalized inverse (generalized inverse Moore-Penrose ma-
trix) for matrix A if four equalities

A+ = A+AA+, A = AA+A, (A+A)T = A+A, (AA+)T = AA+ (3)

are satisfied.
If matrix A is a square and nondegenerate matrix, then all three types of inverse matrices

coincide
A+ = A× = A−1.

Let a matrix A of size n×m be decomposed as follows: A = B ·C, B ∈ F n×k, C ∈ F k×m,
rank(A) = rank(B) = rank(C) = k.

It is easy to check that matrix

A+ = CT (CCT )−1(BTB)−1BT , (4)

is the generalized inverse matrix for the matrix A. This idea was first expressed by Vera
Kublanovskaya in 1965 [2].

3. Algorithms for commutative domains

The first exact matrix inversion algorithm, in which the inverse of the matrix is represented
as the ratio of the adjoint matrix and the determinant, and only n3 integer operations were
used, was presented in 1981 and published in 1983 [3].

The most famous of the previous works is [4]. However, the algorithm proposed in [4]
did not allow finding the adjoint matrix or the numerators and denominators of fractions,
which are elements of the inverse matrix or the solution of a system of linear equations, due
to the presence of many unnecessary factors. Apparently, this fact is not generally known,
since the work [4] is still the most cited, and the work [3] is little known to specialists.

With regard to additional permutations, in this issue, algorithm [3] is similar to the stan-
dard Gaussian elimination algorithm. As you know, if the Gaussian elimination algorithm
is applied to a matrix of the form [A, I], here I is the identity matrix, then it allows you to
find the inverse matrix for the matrix A. If at the same time a leading element equal to zero
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is encountered, then it is necessary to perform permutations and preserve the permutation
matrices. At the end of the calculation, these permutation matrices are applied to obtain
the desired adjoint matrix for matrix A.

If the original matrix is a dense integer matrix jf size n and standard algorithms for
integers are used, then the total bit complexity will be ∼ n5, and if you use the Chinese
remainder theorem, then the total bit complexity will be ∼ n4.

Just like the Gauss algorithm, this algorithm is efficient for sequential algorithms and for
parallel algorithms that are used in computers with shared memory.

However, it is not efficient for modern supercomputers with tens and hundreds of thou-
sands of processors, as finding a pivot and moving rows and columns create delays that can
destroy all the advantages of a supercomputer.

AdjDet algorithm

The search for an algorithm effective for a supercomputer continued for a long time. A new
block-recursive algorithm AdjDet was published in [5] and [6].

The main advantage of the new algorithm was the rejection of permutations of rows
and columns of the matrix in favor of local multiplication by the permutation matrix for a
separate block.

It should be noted that there are other advantages of this algorithm: less complexity, the
ability to calculate the kernel of the matrix operator and the generalized inverse matrix.

Let A be a matrix of rank r. If A is a square matrix of size r, then A−1 = Adj(A)/Det(A).
If this is not the case, then we can calculate the generalized inverse matrix.

Algorithm AdjDet returns permutation matrices P and Q that move the largest non-
degenerate minor to the upper left corner. Let A0 be such nondegenerate minor of size r,
d = det(A0), located in the upper left corner. Let AU be a submatrix formed by the first r
rows, AL be a submatrix formed by the first r columns. Then the matrix A is decomposed
into the product of three matrices: A = (1/d)ALAdj(A0)AU Hence,

A+ = (1/d)PA∗U(AUA
∗
U)−1A0(A∗LAL)−1A∗LQ.

Here matrices AUA
∗
U and A∗LAL of size r × r are invertible.

LDU algorithm

Another algorithm for calculating inverse matrices was recently obtained [7]. This is a
block-recursive LDU triangular decomposition algorithm: A = LDU . Triangular matrices
L and U belong to the same commutative domain as matrix A, and the matrix of weighted
permutations D has the same rank as the matrix A.

This algorithm computes the inverse matrices M and W to the matrices L and U : LdM =
I and WdU = I. All these matrices have full rank. Matrix d is a matrix of weighted
permutations and it associated with D. All other matrices belong to the commutative
domain.

If matrix A is invertible, then its inverse is calculated as follows:

A−1 = U−1D+L−1 = WdD+dM = WDM.

If matrix A is not invertible, then its psevdo inverse matrix is equal A× = WDM . We can
easily check the fulfillment of equalities (2):
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A×AA× = U−1D+L−1LDUU−1D+L−1 = U−1D+L−1 = A×

AA×A = LDUU−1D+L−1LDU = LDU = A.

However, calculating the generalized inverse matrix requires additional effort.
Let the matrix A be decomposed into the product of three matrices A = BDC, that

have the same rank r. Where D is the matrix of weighted permutations, C is the matrix
of columns corresponding to the matrix D, B is the matrix of strings corresponding to the
matrix D. Then we can find the generalized inverse matrix thanks to the basic form:

A+ = C∗(CC∗)−1D+(B∗B)−1B∗. (5)

We denote by I and J diagonal matrices, whose rank is the same as the rank of the
matrix D, and which correspond to nonzero rows and columns of matrix D: IDJ = D.

Then we can write A = (LI)D(JU) = BDC with LI = B and JU = C and use the
basic form (5), in which matrices CC∗ and B∗B are invertible matrices of rank r.
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Abstract. The classical problem about oscillation of music strings is considered.
Its solution can be represented as Fourier series, and also as elementary functions.
Such a representation is valid only over the field of real numbers and doesn’t
belong Liouville theory. This circumstance lids to several difficulties at work
with the solutions in CAS. A typical example from CAS Maple is considered.
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1. Description of string oscillations in finite terms

In classical mathematical physics there are several problems that can be solved in elementary
functions but can’t be solved in such a form in computer algebra systems (CAS). The simplest
one of them is follows.

Let the variable x belong the interval [0, l], and the variable t be positive. We want to
find a smooth function u of x, t that verify to the problem

∂2u

∂x2
=

1

c2

∂2u

∂t2
,

u|x=0 = u|x=l = 0,

u|t=0 = ϕ(x),
∂u

∂t

∣∣∣∣
t=0

= 0,

(1)

which describe, for example, oscillations of strings. If we denote the odd 2l-periodic extension
of the function ϕ as ϕ̂, then we can write the solution of the problem by d’Alembert formula:

u =
ϕ̂(x+ ct) + ϕ̂(x− ct)

2
. (2)

To construct the odd 2l-periodic extension of the given elementary function we need to have
two functions: the odd 2l-periodic function θ1(x) which is equal to 1 on the interval 0 < x < l
and the even 2l-periodic function θ2(x) which is equal to x on the interval 0 < x < l. Then
the required extension can be written as

ϕ̂(x) = θ1(x)ϕ(θ2(x)).

Mathematicians of XIX century investigated analytic functions over the field C by default.
Thus elementary functions in Liouvillian theory are investigated as analytic. Furthermore,
in that time there is a discussion about piecewise expressions like |x|, more authors did not
want to consider them as function at all [1]. The functions θ1 and θ2 are not monogenic
analytical functions and thus are not elementary.
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In modern point of view piecewise expressions like |x| define functions correctly. In our
problem the values of the variable x belong to R. Using standard definition of radical and
arc-functions we can describe the θ1 and θ2 as elementary: we can take, for example,

θ1(x) =

√
sin2 πx

l

sin πx
l

, θ2 =
1

2
+

1

π
arcsin sin

π(2x− l)
2l

.

Thus the problem (1) have the solution in elementary function if φ is elementary function.

2. An example

Let’s take an example, actually. Let l be equal to 1 and ϕ be equal to x2(1− x). Then

ϕ̂(x) =

√
sin2 πx

sin πx

(
1

2
+

1

π
arcsin sin

π(2x− 1)

2

)2(
1

2
− 1

π
arcsin sin

π(2x− 1)

2

)
and the solution can be calculated by Eq. (2). The proof that the function constructed by
such a formula is a classical solution of the oscillation equation is given in [2]. It should be
noted that there are several representations for the functions θ1 and θ2, using elementary
functions or abs and floor, having in any CAS [3]. It is easy to implement such kind of
solutions in modern computer algebra systems.

Until that happens, users try to write the solution in infinite Fourier series, which is very
popular in textbooks. For the example it is the series

u =
∞∑
n=1

8 · (−1)n+1 − 4

π3n3
sin(πnx) cos(πnct). (3)

Maple’2019 is able to convert the infinite series in symbolic expression, namely

u =
2i

π3

(
Li3(−ei·π(x+ct))− Li3(−e−i·π(x+ct)) + Li3(−ei·π(x−ct))− Li3(−e−i·π(x−ct))

)
− i

π3

(
Li3(e−i·π(x+ct))− Li3(ei·π(x+ct)) + Li3(e−i·π(x−ct))− Li3(ei·π(x−ct))

)
.

(4)

Here Li3(z) is Euler’s polylogarithm [4]. This representation for the solution is certainly
non-elementary.

4. Conclusion

First at all the problem (1) is interesting for computer algebra as the example of the problem
which have the elementary solution outside of Liouvillian theory. In practice it seems that
its implementation meets some difficulties due to computer algebra systems work over C by
default.
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Abstract. The Karatsuba method to multiply univariate polynomials is simple
to program and has essentially smaller run-time cost order than the simplest
method of “multiply each monomial by each and sum”. Here it is shortly de-
scribed the design for a provable program in the Agda language for this Karatsuba
method. In this program, computing the polynomial product is expressed in the
same function together with the machine-checked proof for that the method is
equivalent to the simplest multiplication. This is a part of the library DoCon-A
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1. Introduction

Below the word “library” means our library DoCon-A [1] of provable programs for computer
algebra written in the Agda language [2]. The words “mc-proof”, “witness” mean a machine-
checked proof.

The simplest method to multiply polynomials f, g is to multiply each monomial in f
by each monomial in g and sum the products. This costs O(n2) operations on coefficients,
where n is the bound for the operand degrees. In 1960 A. A. Karatsuba demonstrated his
fast method to multiply integer numbers [3]. A similar method for multiplying univariate
polynomials costs O(nlog23) operations on coefficients ([4], paragraph 8.1). Later it has been
invented even a faster method based on the fast Fourier transformation. Here we deal with
the Karatsuba method for polynomials, because it is simpler and more usable on practice,
and other methods can be considered later.

Our library deals with formal proofs for mathematical objects, in particular, for polyno-
mial arithmetic. A polynomial is represented sparsely: as a list of monomials having nonzero
coefficients, and this list is ordered decreasingly by the monomial exponents. Adding polyno-
mials is defined as a well-known method of merging the two ordered monomial lists together
with summing the monomials having the same exponent, and with deleting the appearing
zero monomials. As a definition of polynomial multiplication it is taken the following sim-
plest method: f ∗ g is the sum of the products m ∗ g for all monomials m in f , and m ∗ g is
formed as the list of nonzero products of m by the monomials in g.

For these representation and functions, the library proves many lemmata, and also proves
that the domain of polynomials over any DecCommutativeRing (a commutative ring with a
decidable equality) satisfies the laws of DecCommutativeRing.

The goal of this part of investigation was to implement the Karatsuba method for poly-
nomials over any DecCommutativeRing in Agda as such a program that

* has a performance corresponding closely to the estimation of O(nlog23), and is essentially
faster on practice than the simplest method,

* includes an mc-proof of the method correctness, that is that the method returns the
product polynomial equal to the one returned by the simplest method,
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* is expressed as a source code of an admissible volume,
* is compiled in an admissible time.

The commutative ring laws for polynomials are easier to prove for the case of the simplest
multiplication, and this has been done first. Then, from the proved correctness statement
(the equivalence of the two multiplication functions) and from the proofs for the simplest
multiplication it is easy to compose mc-proofs for the same laws for the polynomial arithmetic
with the optimized multiplication: associativity, commutativity, distributivity, and such.

The program availability: the library archive referred by [1] has the file
Pol/Karatsuba.agda for the Karatsuba method, Pol/KTest.agda for its demonstration
and test. Installation and running is described in install.txt.

On other works on the subject:
currently we discovered an impressive work [5] which includes the proof design in the Coq

system for the Karastuba method for polynomials (Section 1.4.1). We shall have to compare
the two approaches.

2. On polynomial arithmetic in a provable program

A monomial (type Mon) is represented as a record containing the coefficient — an element
of the carrier (type C) of a coefficient ring R, and the exponent (degree) of type N.

A polynomial is represented as a record containing a) a list mons of monomials, b) a
witness for the coefficients in mons being nonzero, c) a witness for that the exponents in mons

are ordered decreasingly. For example, the polynomial −2 ∗x4 + 1 over integers is represented
as

Pol ((Mon -2 4) :: (Mon 1 1) :: []) nzCoefs ordExps,

where nzCoefs is a witness for -2, 1 being nonzero in Z,
ordExps a witness for decreasing orderedness of the list 4 :: 1 :: [].

The polynomial addition and multiplication are defined earlier. The cost of addition is
estimated as O(n), where n is a bound for the operand degrees. The cost of multiplication
is estimated as O(n2), and its degree cannot be smaller for the simplest multiplication.

Our library includes explicitly these definitions, and proves the structure
of DecCommutativeRing for Pol R for any DecCommutativeRing R. This is ex-
pressed as the program modules Pol/Over-decComMonoid, Pol/Over-abelianGroup,

Pol/Over-decComRing.

3. The Karatsuba method to multiply polynomials

To start with, let the polynomials f and g be represented in the dense form — with allowing
zero monomials. And let deg f = deg g = 2k, where k is a power of 2. Represent

f = xkf1 + f2, g = xkg1 + g2,

where deg f1 = deg f2 = deg g1 = deg g2 = k. Then

f ∗ g = x2kf1g1 + xk ∗ (f1g2 + f2g1) + f2g2

This formula has four multiplications for the polynomials of degree k. It can be rewritten
equivalently as

f ∗ g = x2kf1g1 + xk ∗ (ss′ − f1g1 − f2g2) + f2g2, (1)
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where s = f1 + f2, s′ = g1 + g2. This has only three multiplications for the degree k; each
of the products f1g1, f2g2, ss

′ to be evaluated once and then to substitute to the expression
(1) to the needed places, and they are evaluated by applying recursively the formula (1).

The general case is reduced to this case of k being a power of two by adding a zero
monomial of degree e to both operands, where e is the least power of 2 which is not less than
deg f and deg g.

In [4] Theorem 8.3, it is proved the estimation O(nlog23) for this method.
In our program a) polynomials are represented sparsely (for example, f2 can have a

smaller degree than k), b) instead of a single adding of a zero monomial it is applied the
following algorithm.

Method Kara.
Denote e = deg f, e′ = deg g, and order the operands to satisfy the inequality e ≤ e′.
Then it is applied the function kara. It takes nonzero polynomials f, g, such that e =

deg f ≤ deg g = e′, and returns f ∗ g. It considers the cases of
(EE) e = e′ is even, (GE) e < e′, e′ is even,
(GO) e < e′, e′ is odd, (EO) e = e′ is odd.

Each of these cases is implemented as the corresponding function in the program. All
these functions call each other as shown on the following diagram:

kara

EE

GO

GE EO

In the case EE it is first applied the function splitAtDegree. It splits f to the higher part
higher which monomials have degrees not less than k = e/2, and the lower part f2, which
monomials have degrees less than k. higher is represented as xk∗f1, and f = xk∗f1 +f2. The
same splitting is applied to g : g = xk ∗g1 +g2. This splitting spends O(e) operations. Then
it is applied the formula (1), where the products f1g1, f2g2, ss

′ are evaluated by recursively
applying the function kara, with first ordering the operands according to their degrees (due
to the sparse representation, the degrees of f2, g2 may differ).

In the case GE put F = xe
′
+ f and evaluate f ∗ g = (F − xe′) ∗ g = EE(F, g)− xe′g,

where xe
′
g takes not more than e′ operations on monomials.

In the case GO p = e′ − 1 is even. Put g = m+ g′, where m is the leading monomial
in g. And put f ∗ g = m ∗ f + h, where
h = case (deg g′ =? p, deg f =? p) of (True, True) -> EE(f, g′)

(True, False) -> GE(f, g′)

(False, True) -> GE(g′, f)

(False, False) -> GE(f, xp + g′)− xpf

(in the last pattern, deg f, deg g′ < p).
In the case EO represent f = m + f ′ where m is the leading monomial in f , and

evaluate

f ∗ g = m ∗ g + GO(f ′, g)

For deriving the cost estimation for this method with sparse polynomials we use the
following inequality for a polynomial:

the number of monomials in f ≤ 1 + (deg f).
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About mc-proofs: in the corresponding Agda function, it occurs practically impossible
to separate the proper result evaluation from the needed proof. So that the proper evaluation
is intermingled recursively with the proof within the same function. And this does not reduce
the run-time performance any essentially. This effect with performance can always be reached
due to the “lazy” evaluation by default in Agda, and due to certain other reasons.

It is also important that this function includes the termination proof: this requires proving
certain inequalities with degrees related to the arithmetic operations with polynomials.

Proofs cost: one of the goals of the investigation was to find of what are the expenses
caused by adding the mc-proofs. In the example of the Karatsuba method and the systems
Glasgow Haskell 8.8.3 vs Agda 2.6.1, MAlonzo the result is as follows.

* The run-time performance is 2 times lower.
* The source program volume is increased 8 times.
* The executable program is “made” 100 times slower, but it still takes a reasonable time

of several minutes.
The weakest point is the effort needed for designing mc-proofs, it needs to be reduced.

This can be done by developing a library of various provers for each particular subject
domain.

Performance demonstration: It is implemented in the module Pol/KTest as power-
ing the polynomial x + 1 into the degree n = 2k by the binary method, so that polynomial
multiplication is applied k times. To get rid of the effect of growing size of coefficients, the
coefficient domain is set Z/(b) (integers modulo b), b = 99991. The timing is compared
for various n and with switching between the simplest multiplication *p and the karatsuba

function. The table of this test shows the cost orders about respectively n2 and n1.63.
The corresponding program for both methods has also been written in the Haskell

language (of course, without proofs) and run under the Glasgow Haskell system ghc-8.8.3.

Acknowledgement: this investigation was partially supported by Russian Academy of
Sciences, research project No AAAA-A19-119020690043-9.
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Abstract. The swinging Atwood machine under consideration is a conservative
Hamiltonian system with two degrees of freedom. Although its equations of
motion are essentially nonlinear one can construct a periodic solution in the form
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The Atwood machine is a well-known device that was designed to demonstrate the uni-
formly accelerated motion of a system (see [1]). The swinging Atwood machine (SAM) to be
studied consists of two small massless pulleys and two bodies of masses m1 ≤ m2 attached
to opposite ends of a massless inextensible thread (see Fig. 1). The body m1 is allowed to
swing in vertical plane and it behaves like a pendulum of variable length while the body m2

is constrained to move only along a vertical. It is a conservative Hamiltonian system with
two degrees of freedom but its equations of motion are nonlinear and their general solution
cannot be written in symbolic form. Numerical analysis of the equations of motion has shown
that, depending on the mass ratio and initial conditions, the SAM can demonstrate different
types of motion (see, for example, [2-4]). In particular, the system has a dynamic equilibrium
state described by a periodic solution of the equations of motion that may be constructed in
the form of a power series in a small parameter (see [5]). The main purpose of this paper is
to investigate stability of this periodic solution. All the relevant symbolic computations are
performed with the computer algebra system Wolfram Mathematica (see [6]).

x

y

φ
r

L-r

m1

m2m2

Figure 1. The SAM with two small pulleys

To simplify the calculations it is expedient to introduce dimensionless variables. As
we expect the body m1 in the state of dynamic equilibrium behaves like a pendulum of a
length R0, the distance r can be made dimensionless by using R0 as a characteristic distance,
whereas the time t can be made dimensionless by using the inverse of the pendulum’s natural
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frequency
√
g/R0. Then we can write the Lagrangian of the system in the form

L =
2 + ε

2
ṙ2 +

1

2
r2ϕ̇2 − (1 + ε)r + r cosϕ, (1)

where the dot over a symbol denotes the total derivative of the corresponding function with
respect to time, and parameter ε = (m2−m1)/m1 represents the ratio of the masses difference
to the mass m1. Note that the Lagrangian (1) depends on a single dimensionless parameter
ε which we shall assume to be small (0 ≤ ε � 1). Using (1) and doing standard symbolic
computation, we obtain the equations of motion in the form

(2 + ε)r̈ = −ε− (1− cosϕ) + rϕ̇2,

rϕ̈ = − sinϕ− 2ṙϕ̇. (2)

One can easily check that the system (2) has an equilibrium solution r = const, ϕ = 0
only in the case of equal masses (ε = 0). This equilibrium state is unstable, and the system
leaves it as soon as the mass m1 gets even very small initial velocity (see [4]). From the
other side, in case of different masses the constant term ε > 0 in the right-hand side of
the first equation (2) causes the uniformly accelerated motion of the Atwood machine in
the absence of oscillations as it is in the classical Atwood machine (see [1]). However, if the
masses difference is sufficiently small one can expect that an averaged value of the oscillating
functions in the right-hand side of the first equation (2) compensates the constant ε, and
the smaller oscillating mass m1 can balance the larger mass m2. Indeed, such a state of
dynamical equilibrium of the system exists and it is described by the periodic solution of the
system (2) given by (see [5])

rp(t) = 1 +
ε

16
(1− 6 cos 2t)− 3ε2

2048
(87− 92 cos 2t+ 35 cos 4t) +

+
ε3

131072
(4275− 8166 cos 2t+ 5067 cos 4t− 1510 cos 6t) + ..., (3)

ϕp(t) =
√
ε

(
2 sin t+

53ε

192
sin 3t+

ε2

81920
(14795 sin t− 8495 sin 3t+

5813

5
sin 5t) + ...

)
. (4)

The existence of periodic solution (3)-(4) means that for given value of parameter ε one
can choose such initial conditions that the system is in the state of dynamical equilibrium
when the bodies oscillate near some equilibrium positions. Note that for ε > 0 the system
under consideration has no a static equilibrium state when the coordinates r(t), ϕ(t) are some
constants. So it is natural to investigate whether the system will remain in the neighborhood
of the equilibrium if the initial conditions are perturbed or whether the periodic solution
(3)-(4) is stable.

First of all, using (1) and doing the Legendre transformation, we define the Hamiltonian
of the system

H =
p2
r

2(2 + ε)
+
p2
ϕ

2r2
+ (1 + ε)r − r cosϕ, (5)

where pr, pϕ are the conjugate momenta to r, ϕ, respectively.
Then we define new canonical variables q1, q2, p1, p2 according to the rules

r → rp + q1, ϕ→ ϕp + q2, pr → pr0 + p1, pϕ → pϕ0 + p2, (6)

where the unperturbed momenta pr0 = (2 + ε)ṙp, pϕ0 = r2
pϕ̇p are obtained from (5) in a

standard way. Doing the canonical transformation (6) and expanding the Hamiltonian (5)

93



into power series in terms of q1, q2, p1, p2 up to second order inclusive, we represent it in the
form

H2 =
p2

1

2(2 + ε)
+

3p2
ϕ0

2r4
p

q2
1 +

p2
2

2r2
p

+
rp
2

cosϕpq
2
2 −−

2pϕ0

r3
p

q1p2 + q1q2 sinϕp. (7)

Note that the quadratic term H2 is the first non-zero term in the Hamiltonian (5) expansion.
The quadratic part (7) of the Hamiltonian determines the linearized equations of the

perturbed motion which is convenient to write in the matrix form

ẋ = J ·H(t, ε)x, (8)

where xT = (q1, q2, p1, p2) is a 4-dimensional vector, J =

(
0 E2

−E2 0

)
, E2 is the second-

order identity matrix, and H(t, ε) is the fourth-order matrix-function the elements of which
are obtained by differentiation of H2:

Hi,j =
∂2H2

∂xi∂xj
, i, j = 1, 2, 3, 4. (9)

It is clear that matrix H(t, ε) is periodic function of time, and so the perturbed motion of
the system is described by the linear system (8) of four differential equations with periodic
coefficients.

The systems of linear differential equations with periodic coefficients and their general
properties have been studied quite well (see [7]). The behavior of solutions to system (8)
is determined by its characteristic multipliers which are the eigenvalues of the monodromy
matrix X(2π, ε), where X(t, ε) is a fundamental matrix for system (8) satisfying the initial
condition X(0, ε) = E4. As periodic solution (3)-(4) is represented by power series in ε, the
matrix H(t, ε) can be also represented in the form of power series

H(t, ε) = H0(t) +
√
εH1(t) + εH2(t) + ε3/2H3(t) + ..., (10)

where Hk(t), k = 0, 1, 2, ..., are continuous periodic fourth-order square matrices which are
obtained by substitution of solution (3)-(4) into (7), (9) and expanding each element of the
matrix H(t, ε) into power series in ε.

The fundamental matrix X(t, ε) can be sought in the form of power series

X(t, ε) = X0(t) +
√
εX1(t) + εX2(t) + ε3/2X3(t) + ..., (11)

where Xk(t), k = 0, 1, 2, ..., are continuous matrix functions. On substituting (10)-(11) into
(8) and collecting coefficients of equal powers of ε, we obtain the following sequence of
differential equations:

Ẋ0 = JH0X0(t), (12)

Ẋk − JH0Xk =
k∑
j=1

JHj(t)Xk−j(t), (k ≥ 1). (13)

The functions Xk(t) must satisfy the following initial conditions:

X0(0) = E4, Xk(0) = 0 (k ≥ 1). (14)

Equations (12), (13) are solved in succession but the corresponding computations are
very bulky and we do not show them here. Note only that all the calculations are performed
with the computer algebra system Wolfram Mathematica. Finally, the monodromy matrix
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X(2π, ε) has been computed up to the second order in ε, and the corresponding characteristic
equation determining the characteristic multipliers for the system (8) is given by

det(X(2π, ε)− ρE4) = (ρ− 1)2(ρ2 +Bρ+ 1) = 0, (15)

where

B = −2 + 3π2ε− 3π2

16
(17 + 4π2)ε2 +

3π2

5120
(4845 + 2720π2 + 128π4)ε3.

Solving (15), we obtain

ρ1,2 = 1, ρ3,4 = 1± iπ
√

3ε− 3π2

2
ε∓ iπ

√
3

32
(17 + 16π2)ε3/2. (16)

Note that two characteristic multipliers ρ1,2 = 1 determine two independent 2π-periodic
solutions to system (8). One can readily check that the absolute value of the second couple
of the characteristic multipliers ρ3,4 is equal to 1. They are complex conjugate and determine
two purely imaginary characteristic exponents

λ3,4 =
1

2π
log ρ = ±i

√
3ε

2

(
1− 17

32
ε+

85

256
ε2

)
. (17)

According to Floquet-Lyapunov theory (see [7]), four linearly independent solutions to sys-
tem (8) with 2π-periodic matrix may be represented in the form

x1(t) = f1(t), x2(t) = f2(t), x3(t) = exp(λ3t)f3(t), x4(t) = exp(λ4t)f4(t), (18)

where fk(t), (k = 1, 2, 3, 4) are 2π-periodic vector-functions. Therefore, in case of ε > 0
solutions (18) describe the perturbed motion of the system in the bounded domain in the
neighborhood of the periodic solution (3)-(4). It means this solution is stable in linear
approximation, and so the SAM is an example of mechanical system in which the equilibrium
state is stabilized by oscillations.
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Abstract. In this work, a quadrature formula for the double layer potential
is derived in the case of the Helmholtz equation with continuous density given
on a smooth closed or open surface. This quadrature formula gives higher com-
putational accuracy than standard quadrature formula, which is confirmed by
numerical tests. The advantage of the new quadrature formula is especially no-
ticeable near the surface, where the standard quadrature formula diverges rapidly,
while the new formula provides acceptable accuracy for points that are distant
from the surface at distances comparable to the integration step and more.

Keywords: computer algebra, implementation, applied aspects

1. Introduction

The double layer potential is used to solve boundary value problems for the Helmholtz
equation by the method of integral equations. Such problems arise in various fields of math-
ematical physics, for example, in the theory of scattering of acoustic and electromagnetic
waves by obstacles, in geophysical hydrodynamics, when studying the diffraction of tidal
waves on islands, in the theory of heat waves in thermodynamics, etc.

Numerical solution of boundary value problems using the double layer potential discussed
in [1,2,3] and consists of two steps. At the first stage, by numerically solving the boundary
integral equation, one finds the potential density. At the second stage, by substituting the
numerical value density into a quadrature formula, one finds a solution to the boundary
value problem at any point in the region. However, quadrature formulas for potentials
used in engineering calculations [4] do not give a uniform approximation of the potential in
the region and do not preserve the continuity property of the potentials up to the region
boundary. Moreover, near certain points on the boundary of the region, the quadrature
formulas diverge and tend to infinity, although the potentials themselves are limited near
the boundary.

When using standard quadrature formulas, to improve the accuracy, you either have to
decrease the step or carry out additional constructions near the border of the region, which
increases the cost of computations. Therefore, there exists a problem of obtaining improved
quadrature formulas that provide increased accuracy near the border.

In the two-dimensional case, the improved quadrature formula for the potential of a simple
layer with density, given on open curves and having power singularities at the ends of the
curves, is constructed in [5,6]. This formula can be applied when finding numerical solutions
to boundary value problems for the Helmholtz equation outside cuts and open curves on a
plane using the method potentials and boundary integral equations. Such problems were
studied by the indicated method in [7,8,9,10,11]. In [12], an improved quadrature formula
was proposed for the potential of a simple layer in the three-dimensional case, providing
uniform approximation and uniform convergence in the domain. Moreover, this formula
preserves the property of continuity of the potential of a simple layer when crossing the
boundary of the region.
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2. Problem statement

Let us introduce in space the Cartesian coordinate system x = (x1, x2, x3) ∈ R3. Let Γ be a
simple smooth closed surface of class C2, or a simple smooth bounded open oriented surface
of class C2, containing its limit points [13, Chapter 14, § 1]. If the surface Γ is closed, then it
must bound the volumetric simply connected inner region [14, pp. 201]. Suppose the surface
Γ is parametrized so that a rectangle is mapped onto it:

y = (y1, y2, y3) ∈ Γ, y1 = y1(u, v), y2 = y2(u, v), y3 = y3(u, v); u ∈ [0, A], v ∈ [0, B];

yj(u, v) ∈ C2([0, A]× [0, B]), j = 1, 2, 3. (1)

Sphere, ellipsoid surface, smooth surfaces of figures of revolution, torus surface and many
other more complex surfaces can be parametrized in this way. Introduce N points un with
step h on the segment [0, A] and M points vm on the segment [0, B] and consider a partition
of the rectangle [0, A]× [0, B], which is mapped to the surface Γ

A = Nh, B = MH, un = (n+ 1/2)h, n = 0, ..., N − 1;

vm = (m+ 1/2)H, m = 0, ...,M − 1.

We demand the following condition so that |η(y(u, v))| ∈ C1((0, A)× (0, B)).

|η(y(u, v))| > 0, ∀ (u, v) ∈ ((0, A)× (0, B)). (2)

The double layer potential for the Helmholtz equation is used to solve boundary value prob-
lems by the method of integral equations. Let x /∈ Γ. By ny we denote the unit normal
at the point y ∈ Γ, that is, ny = η(y)/|η(y)|. Consider the double layer potential for the
Helmholtz equation with a given on the surface Γ with density µ(y) ∈ C0(Γ)

Wk[µ](x) =
1

4π

∫
Γ

µ(y)
∂

∂ny

eik|x−y|

|x− y|dsy ≈
1

4π

N−1∑
n=0

M−1∑
m=0

µnm exp(ik|x− y(un, vm)|)×

×(ik|x− y(un, vm)| − 1)

∫ un+h/2

un−h/2
du

∫ vm+H/2

vm−H/2
dv

3∑
j=1

ηj(y(u, v))(yj(u, v)− xj)
|x− y(u, v)|3 , (3)

where µnm = µ(y(un, vm)) and k ≥ 0. It can be shown that the constants in the estimates of
the functions: µ(y(u, v)), |x− y(u, v)| and exp(ik|x− y(u, v)|) are of order O(h+H) and do
not depend on n,m and from the location of x /∈ Γ. Thus, to obtain a quadrature formula
for the double layer potential at x /∈ Γ, it is necessary to calculate the integral in the (3),
which we will call the canonical integral Knm(x).

Expanding expressions with x− yj in the numerator and denominator in a Taylor series,
we arrive at a double integral. The number of terms in the Taylor series was chosen so
that the canonical integral could be found in elementary functions without going over to the
elliptic case. After introducing the appropriate substitutions, we come to the integral

J12 =

∫ h/2

−h/2
dU

S1U + S0

(C2U2 + C1U + C0)
√
B2U2 +B1U +B0

, (4)

the calculation of which depends on the sign of the discriminant of the polynomial C2U
2 +

C1U +C0 in the denominator. One of the cases involves integration in the complex plane. It
can also be shown that in the case when the root of one of the polynomials in the denominator
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falls into the integration limit, the contribution to the sum from this piece of the surface can
be equated to zero. Let us formulate the main result in the form of a theorem.

Theorem 1. Let Γ — simple smooth closed surface of class C2, bounding a simply connected
volumetric internal region, or a simple smooth bounded open oriented surface class C2 con-
taining its limit points. Let Γ admit parametrization (1) with property (2), and µ(y) ∈ C0(Γ).
Then for the double layer potential for x /∈ Γ and k ≥ 0 the quadrature formula holds

Wk[µ](x) ≈ 1

4π

N−1∑
n=0

M−1∑
m=0

µnm exp(ik|x− y(un, vm)|)(ik|x− y(un, vm)| − 1)Knm(x), (5)

where the integral Knm(x) is calculated explicitly.

3. Numerical tests

Testing the improved and standard quadrature formulas was carried out in the case when
the surface Γ is a sphere of unit radius. Here we showcase one of the tests, where we used the
potential density µ(y(u, v)) = k, and the double layer potential for the Helmholtz equation
has the form

Wk[µ](x) =


(1− ik) exp(ik)

sin(k|x|)
|x| when |x| < 1,

(sin k − k cos k)
exp(ik|x|)
|x| when |x| > 1,

(6)

where k = 1. In the Table 1 the calculated maximum values of the absolute errors are given.

Table 1. Maximum absolute error of quadrature formulas in the test

Inner spheres

∆R M = N = 25 M = N = 50 M = N = 100
-0.1 0.029; 0.0089 0.0079; 0.0024 0.0021; 0.00062
-0.06 0.13; 0.012 0.020; 0.0038 0.0055; 0.0010
-0.03 1.04; 0.034 0.13; 0.0065 0.020; 0.0019
-0.01 12.1; 0.12 2.74; 0.031 0.49; 0.0061

External spheres

∆R M = N = 25 M = N = 50 M = N = 100
0.1 0.028; 0.0077 0.0077; 0.0021 0.0020; 0.00054
0.06 0.15; 0.014 0.020; 0.0035 0.0055; 0.00093
0.03 1.08; 0.042 0.14; 0.0069 0.020; 0.0018
0.01 12.1; 0.24 2.76; 0.036 0.50; 0.0063

The first number in the table cells is the error of the standard quadrature formula, and
the second number is the error of the improved quadrature formula. It can be seen from
the tables that the improved quadrature formula provides higher computational accuracy
near the Γ boundary than the standard one. In addition, the standard formula diverges
rapidly when approaching the boundary. Tests show that the improved formula gives good
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computational accuracy for all points located at a distance H and more from the boundary
Γ. In this case, the improved quadrature formula has the second order of convergence and
provides the maximum computational error of the order of O(hH). At distances of the order
of hH to the boundary, the improved formula gives an error of O(H), and the standard
formula diverges.
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Abstract. A generic-case algorithm is proposed to recognize systems of linear
equations without any binary solution, when the number of equations is close
to the number of unknowns. This problem corresponds to a well-known opti-
mization problem, i.e., the multidimensional knapsack problem. In 1994 Nikolai
Kuzyurin discovered an average-case polynomial-time optimization algorithm.
His proof is based on binomial tail bounds. Contrariwise, our algebraic approach
allows to specify the structure of the set of inconvenient inputs. For any fixed di-
mension, this set is included in the set of zeros of an explicit nonzero multivariate
polynomial.
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Introduction

Let us consider the decision problem whether there exists a binary solution (also known as
a (0, 1)-solution) to a system of inhomogeneous linear equations with integer coefficients.
The problem is NP-complete and can be reduced to its particular case containing only one
linear equation [1]. In some cases, the equation has small integer coefficients [2, 3]. Further-
more, a binary solution to one linear equation can be found using a pseudopolynomial-time
algorithm [1, 4–7]. Without any restriction on the coefficients, Horowitz and Sahni [8] had
introduced the meet-in-the-middle approach and gave an exact O∗(2n/2) time and space
algorithm. A few years later, Schroeppel and Shamir [9] improved the space complexity
to O∗(2n/4). Recently a probabilistic O∗(20.86n) time and polynomial-space algorithm was
found [10]. The O∗ notation suppresses a factor that is polynomial in the input size. There
is also known a polynomial upper bound on the average-case complexity of the multidimen-
sional knapsack problem [11].

By means of Gaussian elimination, searching for a binary solution to a system of m
linearly independent linear equations in n unknowns is reduced to a parallel check whether
a binary solution to a subsystem in n−m unknowns can be extended to a binary solution to
the whole system of equations in n unknowns. Hence, the initial problem is polynomial-time
solvable when the difference between the number of unknowns and the number of linearly
independent equations is bounded by a function of the type n − m = O(log n). Let us
consider the case when the difference between the number of unknowns n and the number
of equations m is bounded by a function of the type n − m = O(

√
n). So, the previously

obtained estimate is improved, although the proposed method is generally useless for one
equation.

An easy generalization of this problem is searching for binary solutions to a system of
linear equations over an arbitrary field (K, 0, 1,+,−,×, ()−1,=) of characteristic zero. Let
us define 0−1 = 0. In contrast to previous works [11], we consider not only ordered fields but
also arbitrary fields of characteristic zero, including the field of complex numbers. Let us use
either generalized register machines [12] or BSS-machines over reals [13]. These machines
over an algebraic extension of the field of rational numbers naturally correspond to the idea
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of symbolic computations. Every register contains an element of K. The machine also has
index registers containing non-negative integers. The running time is polynomial when the
total number of operations performed by the machine is bounded by a polynomial in the
number of registers containing the input. Initially, this number is written in the zeroth index
register.

A predicate holds almost everywhere when it holds on every instance x satisfying an in-
equality of the type f(x) 6= 0, where f denotes a nonzero polynomial [14]. This restriction is
more rigorous than any upper bound on the measure. Let us consider so-called generic gen-
eralized register machines over K. The machine halts at every input and gives a meaningful
answer at almost every input, but it can abandon the calculation using explicit notification,
that is, there exists the vague halting state. More precisely, a generalized register machine
over K is called generic when two conditions hold: (1) the machine halts at every input and
(2) for every positive integer k and for almost all inputs, each of which occupies exactly k
registers, the machine accepts or rejects the input, but does not halt in the vague state.
Generic machines that compute non-trivial output in registers are defined similarly. If the
machine halts in the vague state, then the output recorded in the registers is considered
meaningless. Note that the machine does not make any error. For detailed description of
generic-case computation on classical computational models refer to [15–16].

Results

Let us consider systems of linear equations of the type xj = `j(1, x1, · · · , xn−m), where
j > n−m and every `j(x0, x1, · · · , xn−m) denotes a linear form over K.

Theorem. There exists a polynomial-time generic generalized register machine over K such
that for all positive integers n and m satisfying the inequality 2n ≥ (n−m+ 1)(n−m+ 2),
and for almost every m-tuple of linear forms `j(x0, · · · , xn−m), where j > n − m, if the
machine accepts the input, then there exists no binary solution to the system of all equations
of the type xj = `j(1, x1, · · · , xn−m). Moreover, for every n, there exists a polynomial of
degree at most 2n in coefficients of all the linear forms `j such that if the machine halts in
the vague state, then the polynomial vanishes.

Proof. If 2n < (n−m+1)(n−m+2), then the machine rejects the input. Else, in accordance
with Theorem 1, some polynomial time generic machine calculates numbers λ1, . . . , λn such
that the equality

n−m∑
k=1

λkxk(xk − x0) +
n∑

j=n−m+1

λj`j(`j − x0) = x2
0

holds. On the other hand, if there exists a binary solution to the system of all the equations
xj = `j(1, x1, · · · , xn−m), then the left-hand polynomial vanishes at the binary solution.
Therefore, an affirmative answer confirms that there is no binary solution to the system.
Otherwise, the machine halts in the vague state.

The set {λk} is a solution to an inhomogeneous system of linear equations in n unknowns
λ1, . . . , λn. The system contains only one inhomogeneous equation. Let us denote by r the
number of all the equations, that is, r = 1

2
(n − m + 1)(n − m + 2) ≤ n. The sufficient

condition for the solvability is the full rank of a r × n matrix. If r = n, then it is sufficient
that the determinant does not vanish. If r < n, then it is sufficient that some r × r minor
does not vanish. For example, let us pick up the leading principal minor. In any case, it is a
polynomial of degree r in matrix entries. Every entry is a polynomial of degree at most two
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in coefficients of some `j. Thus, the minor is a polynomial of degree at most 2r ≤ 2n. To
complete the proof, we need to show that this polynomial does not vanish identically.

Remark 1. Over the field of rational numbers, not only the arithmetic complexity but also
the bit complexity is polynomial because the rank can be easily computed [1]. So, there is a
generic-case polynomial-time algorithm. Moreover, the rank can be computed in O(log2 n)
operations over an arbitrary field using a polynomial number of processors [17–18].

Remark 2. Our method can be generalized using higher degree forms. For example, let us
consider a general straight line L in the projective plane. There exist four (0, 1)-points with
homogeneous coordinates (1 : 0 : 0), (1 : 0 : 1), (1 : 1 : 0), and (1 : 1 : 1), respectively. Our
goal is a sufficient condition such that no (0, 1)-point belongs to L. Every ternary quadratic
form vanishing at every (0, 1)-point is one of the type λ1x1(x1 − x0) + λ2x2(x2 − x0). These
forms span a linear space of dimension two. Ternary cubic forms vanishing at every (0, 1)-
point span a linear space of dimension six [19]. All binary cubic forms span a linear space of
dimension four. The restriction of a ternary cubic form to the straight line L defines a linear
map from the linear space of ternary cubic forms to the linear space of binary cubic forms.
The kernel of the map is spanned by forms vanishing identically at whole L. Every such
form is reducible and has a linear factor corresponding to L. Consequently, the dimension
of the kernel equals the dimension of the space of some ternary quadratic forms.

Let the image of a ternary cubic form vanishing at every (0, 1)-point be its restriction
to the general straight line L. The dimension of the kernel of the linear map equals two.
The dimension of the image of the linear map equals four and coincides with the dimension
of the space of all binary cubic forms. Consequently, the map is surjective. Obviously, its
surjectivity is a sufficient condition for the absence of any (0, 1)-point belonging to L.

Conclusion

We have considered a decision problem. The binary search allows to find binary solutions
to sufficiently large systems of linear equations when such a solution exists and some gener-
ality assumption holds. So, the proposed method can be used to solve some combinatorial
optimization problems that can be reduced to Boolean programming. In particular, such
problems arise in bioinformatics.
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Abstract. For three decades now, the second author proposed a symbolic
general-purpose approach to compute formal power series. This was originally
presented in three main steps that reduce the problem to solving a holonomic
recurrence equation (RE) for the coefficients of the power series sought. However,
for linear combinations of Laurent-Puiseux series having hypergeometric term co-
efficients, one needs to compute so-called m-fold hypergeometric term solutions
of holonomic REs. We give an overview of a new algorithm, called mfoldHyper,
that achieves this purpose and allows linearity in computing hypergeometric type
power series.
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pergeometric type power series

1. Introduction

Let K be a field of characteristic zero containing the rationals. A function is holonomic
over K if it satisfies a homogeneous differential equation with polynomial coefficients over K.
The class of holonomic functions encompasses a wide family of expressions among which one
has the hypergeometric functions. We are interested by this connection to hypergeometric
functions with the aim of computing power series. Let f be an analytic (or meromorphic)
expression in the indeterminate variable z. A power series representation of f is obtained
by: finding a holonomic differential equation (DE) satisfied by f ; converting that DE into a
holonomic recurrence equation (RE) for the power series coefficients of f ; solving that RE
and finally use initial values to find a linear combination corresponding to the power series
expansion of f . Koepf’s initial algorithm could already recover many power series related to
the generalized hypergeometric series (see [1]). This is how the terminology “hypergeometric
type” appeared in the first place. However, in our context the scope of this terminology is
wider.

Definition 1. A term an is said to be m-fold hypergeometric, for a positive integer m,
if the term ratio an+m/an is a rational function over K. When m = 1 one talks about a
hypergeometric term. When used without specifying the value of m, m-fold hypergeometric
term denotes a sequence with this property, i.e. such an m exists.

Observe that if an is an m-fold hypergeometric term then the sequence (an) is an inter-
lacing of m subsequences (amn+l), l = 0 . . .m − 1 whose term ratios can be deduced from
each other. This is one reason why mfoldHyper computes m-fold hypergeometric term
solutions of holonomic REs for the specific case l = 0 corresponding to amn.

Consider f(z) = cos(z)+sin(z). A holonomic RE satisfied by the power series coefficients
of f(z) is

(n+ 1) (n+ 2) an+2 + an = 0. (1)

Therefore f(z) has a 2-fold hypergeometric term coefficient with an even part and an odd
part corresponding, respectively, to the coefficient of cos(z) and the one of sin(z). Finally
using two initial values we get the power series of f(z) as a linear combination of the series of
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cos(z) and the one of sin(z). Note that cos(z) and sin(z) are both related to the generalized
hypergeometric series provided a shift and some argument changes (see [1]). As one can see,
f(z) is not a generalized hypergeometric series but rather a “type of” it. We then say that
f(z) is a hypergeometric type function with type m = 2. However, the algorithm we use to
compute holonomic REs does not guarantee of finding REs of least order possible, though
developed with this purpose. For example, f(z) =

√
1 + z + 1/

√
1 + z leads to

4 (n+ 1) an+1 + 6n an + (2n− 3) an−1 = 0, (2)

which is of second order whereas the series coefficient of f(z) also satisfies the following
simple first-order RE

2 (n− 1) (n+ 1) an+1 + n (2n− 1) an = 0, (3)

which could be obtained by other means. From (3) it follows that the series of f(z) has a
hypergeometric term coefficient.

With the arrival of Petkovšek’s (1993) and van Hoeij’s (1998) algorithms (see [2,3]) for
finding hypergeometric term solutions of holonomic REs, the case of f(z) could already
be solved. However, there comes an extension of the initial hypergeometric type family,
because using Petkovšek’s or van Hoeij’s algorithm permits to find many hypergeometric
term solutions of the same RE. A simple example of this category is exp(z) + 1/(1 + z)
whose power series coefficients satisfy the RE

2 (n+ 1) (n+ 2) an+2 + (n+ 1) (3n+ 1) an+1 +
(
n2 − 3n− 3

)
an − nan−1 = 0, (4)

which has the following basis of hypergeometric term solutions{
(−1)n ,

1

n !

}
. (5)

In a more general sense, the RE taken into consideration could have m-fold hypergeometric
term solutions with several different values of m. In this case Petkovšek’s and van Hoeij’s
algorithms will not detect the solutions for m > 2 since they are only designed for hyperge-
ometric terms (m = 1). This theme is approached differently in [4].

In the first author Ph.D. thesis [5], a new algorithm, called mfoldHyper, to efficiently
compute a basis of the subspace of m-fold hypergeometric term solutions of holonomic REs
was proposed (see [6]). The algorithm is implemented in the computer algebra systems
(CAS) Maple and Maxima into packages of name FPS (see [7]). The latter is also the name
of our main command used to compute formal power series whose hypergeometric type series
is a subcase. FPS will be incorporated into Maple 2022 and its incorporation into Maxima
is in progress.

Mark van Hoeij’s algorithm is accessible in the CAS Maple through
LREtools[hypergeomsols], and Koepf’s original algorithm is implemented in Maple
2021 by convert/FormalPowerSeries with an internal call to LREtools[hypergeomsols]

when needed. Let f(z) = log(1 + z + z2 + z3). The power series coefficients of f(z) satisfy
the holonomic RE:

(n+ 1) (n+ 2) an+2 + (n+ 1) (3n− 1) an+1 + 2n (3n− 5) an

+2 (n− 1) (3n− 5) an−1 + (n− 2) (5n− 11) an−2 + 3 (n− 3)2an−3 = 0 (6)
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LREtools[hypergeomsols] finds no solution over the rationals whereas using
FPS[mfoldHyper] we get the following basis of m-fold hypergeometric term solutions[[

1 ,

{
(−1)n

n

}]
,

[
2 ,

{
(−1)n

n

}]]
. (7)

Since there is a 2-fold hypergeometric solution, we should compute the remain-
ing interlacing term. This can be done with our Maxima implementation as
mfoldHyper(RE,a[n],2,1) (assuming the package is already loaded) and in Maple as
FPS[mfoldHyper](RE,a(n),ml=[2,1]). This yields{

(−1)n

2n+ 1

}
. (8)

Finally using initial values (around zero) we solve a linear system whose solution leads to
the following linear combination

∞∑
n=0

(−1)n z2(n+1)

n+ 1
+
∞∑
n=0

(−1)n zn+1

n+ 1
, (9)

which is the power series representation of f(z) sought.

2. Definition and key results

Let us now give a definition of “hypergeometric type power series” that meets the wide
family of formal power series that can be computed thanks to mfoldHyper.

Definition 2. For an expansion around z0 ∈ K, a series s(z) is said to be of hypergeometric
type if it can be written as

s(z) := T (z) +
J∑
j=1

sj(z), sj =
∞∑

n=nj,0

aj,n(z − z0)n/pj (10)

where n is the summation variable, T (z) ∈ K[z, 1/z, ln(z)], nj,0 ∈ Z, J, pj ∈ N, and aj,n is
an mj-fold hypergeometric term.

Thus a hypergeometric type power series is a linear combination of Laurent-Puiseux se-
ries whose coefficients are m-fold hypergeometric terms. A hypergeometric function is a
function that can be expanded as a hypergeometric type power series. T is called the Laurent
polynomial part of the expansion, and the pj’s are its Puiseux numbers.

Our main result is the theorem upon which mfoldHyper is based. This is accompanied
by other lemmas and theorems to determine all the remaining data in (10): the Laurent
polynomial part, the Puiseux numbers, and the linear combination whose coefficients are
absorbed by the m-fold hypergeometric terms in (10).

The following two definitions are two prerequisites for understanding Theorem 1 (see [5,
6]).

Definition 3. Let m be a positive integer. A holonomic RE is said to be m-fold holonomic
if it has at least two non-zero terms, and the difference between every pair of indices in the
equation is a multiple of m.

Provided a change of variable, an m-fold holonomic recurrence equation can always be
transformed into a 1-fold holonomic recurrence equation. (1) is a 2-fold holonomic RE.
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Definition 4. Let m be a positive integer. Two m-fold holonomic REs are said to be m-
fold distinct, if the difference between any index taken from one and another taken from the
second is not a multiple of m.

Theorem 1. Let m ∈ N, K a field of characteristic zero, and hn be an m-fold hypergeometric
term which is not u-fold hypergeometric over K for all positive integers u < m. Then hn is a
solution of a given holonomic recurrence equation, if that equation can be written as a linear
combination of m-fold holonomic recurrence equations; such that hn is solution of each of
the m-fold distinct holonomic recurrence equations of that linear combination.

As a corollary, mfoldHyper is an iterative algorithm for m from 1 to the order of the
given RE, which computes m-fold hypergeometric term solutions of m-fold distinct REs
appearing in the linear combination encountered in each iteration.

3. Examples

Below we give some examples of hypergeometric type power series around z0 = 0 that are
linearly automatically computed with our new approach.

z cos(z3/2) + arcsin(z1/3)2 =
∞∑
n=0

(−1)n z3n+1

(2n) !
+
∞∑
n=0

2 4n n !2 z
2(n+1)

3

(2 (n+ 1)) !
(11)

1

(p− z2)(q − z3)
=
∞∑
n=0

−
(
qp−1−n/2 − pq−1/3−n/3) zn

p3 − q2
+
∞∑
n=0

−
(
p3/2 − q

)
p−n−3/2z2n+1

p3 − q2

+
∞∑
n=0

−q
−1−np

(
q2/3 − p

)
z3n

p3 − q2
+
∞∑
n=0

(
q2/3 − p

)
q−n−2/3z3n+1

p3 − q2
(12)

arcsech(z) + exp(z3) =
∞∑
n=0

−4−n−1 (2n+ 1) ! z2(n+1)

(n+ 1) !2
+
∞∑
n=0

z3n

n !
− log (z) + log (2) (13)
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Abstract. We construct high accuracy trigonometric interpolants from equidis-
tant evaluations of the Bessel functions Jn(x) of the first kind and integer order.
The trigonometric models are cosine or sine based depending on whether the
Bessel function is even or odd. The main novelty lies in the fact that the fre-
quencies in the trigonometric terms modelling Jn(x) are also computed from the
data in a Prony-type approach. Hence the interpolation problem is a nonlinear
problem. Some existing compact trigonometric models for the Bessel functions
Jn(x) are hereby rediscovered and generalized.

Keywords: trigonometric approximation, Prony’s method, Prony-like method,
Bessel functions

1. Bessel functions of the first kind

The Bessel functions Jν(x) of the first kind and order ν satisfy the second order differential
equation

x2d
2y(x)

dx2
+ x

dy(x)

dx
+ (x2 − ν2)y(x) = 0, ν ∈ C.

They are therefore especially important in many scientific computing problems involv-
ing wave propagation and static potentials. Among others, we mention signal processing,
electromagnetics, acoustical radiation and vibration analysis.

We are interested in Bessel functions of the first kind of positive integer order and real
arguments. Note that for negative integer order we have the relation

J−n(x) = (−1)nJn(x) = Jn(−x), n ∈ N, x ∈ R.

In the literature, various approximations of the Bessel functions Jn(x) can be found,
including power series, asymptotic series, Fourier series expansions and quadrature formulas
applied to integral representations, where the latter three ones are trigonometric approxi-
mations. Mostly these approximations are constructed to provide simple compact models
guaranteeing a few significant digits on a finite interval 0 ≤ x ≤ B.

The aim of the current work is to provide equally compact formulas constructed from
discrete data, using suitably selected frequencies and delivering high accuracy approximants.

From the graphs of the Bessel functions Jn(x) of the first kind for integer orders, one
notices that they behave very much like decaying trigonometric functions.

Since our trigonometric approximations are constructed from a finite number of uniformly
collected samples of Jn(x), we focus on the behaviour of Jn(x) and its approximations on a
finite interval [0, B] with B > 0. This restriction doesn’t inherently change the behaviour
of the Bessel function since the function Jn(B;x) is a somewhat magnified version of Jn(x)
for B > 1 and 0 < x ≤ B.

For increasing B, we find that the new approximations introduced in this work have a
far better overall behaviour, meaning a smaller uniform norm of the relative error, than the
existing power series and asymptotic series expansions which only perform well at either end
of the interval [7, 3].
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1.1 Finite sum cosine approximations

In this work, we obtain the following formulas for the construction of an m-term cosine
interpolant with coefficients αk and frequencies φk, satisfying the interpolation conditions

m∑
k=1

αk cos(φkj∆) = fj, j = 0, . . . , 2m− 1, (1)

where the sampled (restricted) Bessel function is an even function.
The idea of our work is as follows. We first solve (1) for the unknown nonlinear pa-

rameters φk in the interpolant and afterwards for the unknown linear coefficients αk. The
nonlinear problem of computing αk’s and φk’s can be converted into solving a generalized
eigenvalue problem to obtain φk∆ and then solving a linear system involving αk’s. The
values cos(φk∆), k = 1, . . . ,m are the generalized eigenvalues of [5, 4]

C(1)
m vk = cos(φk∆) C(0)

m vk, k = 1, . . . ,m, (2)

where the vk are the generalized eigenvectors. Under the condition that

0 ≤ max
k
φk∆ ≤ π (3)

the frequencies φk, k = 1, . . . ,m can be unambiguously extracted from the generalized eigen-
values cos(φk∆), k = 1, . . . ,m. With the φk identified, the interpolation problem (1) can be
solved for the coefficients αk. In an exact mathematical setting it suffices to consider a subset
of m interpolation conditions of the 2m imposed ones, as the remaining m conditions have
become linearly dependent because of the generalized eigenvalue relation satisfied by the φk.
With respect to (3) we make the following remarks and observations. With ∆ = B/(2m−1)
condition (3) amounts to

0 ≤ max
k
φk ≤

(2m− 1)π

B
,

which implies that the choice of B and m determines which frequencies in Jn(B;x) or Jn(x)
can be identified without aliasing effect. In other words, the choice of B and m limits the
frequency range of the parameters φk in the models (1) and (4).

1.2 Finite sum sine approximations

Similarly, from [4], we find similar formulas for the construction of an m-term sine interpolant
for Jn(B;x), satisfying

m∑
k=1

αk sin(φkj∆) = fj, j = 1, . . . , 2m, (4)

where the sampled (restricted) Bessel function of the first kind is an odd function. The
values cos(φk∆) are the generalized eigenvalues of the generalized eigenvalue problem

S(1)
m vk = cos(φk∆) S(0)

m vk, k = 1, . . . ,m. (5)

Under the condition that |maxk φk∆| ≤ π
2
, or equivalently

max
k
|φk| ≤

(2m− 1)π

2B
, (6)
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the frequencies φk can be uniquely extracted from the generalized eigenvalues cos(φk∆)
computed from (5) and then the coefficients αk, k = 1, . . . ,m can be computed from the
interpolation conditions (4) as above. Our recommendation now is to respect 2B < (2m −
1)π.

To compare the approximation methods, we use the formula

|Jn(B;x)−Rm(x)|
1 + |Jn(B;x)| or

|Jn(x)−Rm(x)|
1 + |Jn(x)|

for the relative error from approximating the function value Jn(B;x) or Jn(x) by the trigono-
metric m-term sum Rm(x). The denominator takes care of any occurrence of zeroes: in their
neighbourhood the relative error is gradually replaced by the absolute error.

We compare the new Prony-type approximants to the power series and asymptotic series
expansions of the Bessel functions of the first kind. The experiments show that the cosine
and sine sums are, as expected, much better when regarding a wider range for x, while the
power series and asymptotic series expansions only perform well for either small or large
values of the argument, respectively.

Furthermore, the choice for B satisfies the recommendations formulated in the discussion
of (3) and (6) for most cases. When using 2B ≥ (2m − 1)π in the sine model, then the
frequency range for the φk is reduced and introduces an unwanted aliasing effect from the
frequencies in the range [(2m− 1)π/(2B), 1].

2. Simplified procedure

When inspecting the computed frequencies φk in the models (1) and (4) of the previous
section, we observe that:

• all (or almost all) the φk, k = 1, . . . ,m are real and lie in the interval [0, 1];

• their distribution becomes denser towards the interval endpoint 1.

This behaviour is reminiscent of the behaviour of Chebyshev zeroes and extrema, when
restricting them to the interval [0, 1]. We also note that the frequencies appearing in the sim-
ple models coincide with the extrema of a Chebyshev polynomial of the first kind restricted
to [0, 1].

Therefore we now investigate the accuracy of the simplified approxi-
mants

∑m
k=1 αk cos(φ̃kx) and

∑m
k=1 αk sin(φ̃kx) where the φ̃k are not obtained from

the solution of the generalized eigenvalue problems (2) or (5) but are fixed a priori,
preferably as some Chebyshev extrema or zeroes.

For the φ̃k we consider 5 different schemes, where Tn(x) and Un(x) respectively denote
the Chebyshev polynomials of the first and second kind:

1. from the zeroes of T2m(x): φ̃k = cos
(

(2k−1)π
4m

)
, k = 1, . . . ,m, (7)

2. from the zeroes of U2m(x): φ̃k = cos
(

kπ
2m+1

)
, k = 1, . . . ,m,

3. from the zeroes of T2m+1(x): φ̃k = cos
(

(2k−1)π
2(2m+1)

)
, k = 1, . . . ,m, (8)

4. from the extrema of T2m(x): φ̃k = cos
(
kπ
2m

)
, k = 1, . . . ,m,
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5. from the extrema of T2(m−1)(x): φ̃k = cos
(

kπ
2(m−1)

)
, k = 0, . . . ,m− 1. (9)

The numerical experiments show that the simplified approximants using frequencies φ̃k
from either (7), (8) or (9) deliver the smallest truncation errors and follow best the optimum
trend of (1). The conclusion for the sine case is similar.

3. Conclusion

The proposed Prony-like method generates quite high accuracy approximants, which we
believe are unexplored so far. In view of the many physics and engineering applications
involving Bessel functions of the first kind of integer order, these exploratory results may
offer interesting opportunities.

In the future, a more complete comparison of the newly introduced trigonometric ap-
proximants with different representations of the Bessel functions of the first kind, should
also be conducted.

Precise statements for general order functions Jn(x) on a guaranteed truncation error
bound for these interpolants in the interval [0, B] and the exact behaviour of the frequencies
present in the oscillating and decaying functions Jn(x) form interesting topics for future
research.
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Abstract. We investigate a parametric nonlinear Bratu equation. Our aim is to
determine cheap and efficient approximations of the solution and the parameter
values. We define the truth solution as the Poly-Sinc collocation solution. We
arrange a set of samples including basis coefficients of the truth solution. The
target is to approximate the mapping from the parameter domain to the basis
coefficients and vice versa. We apply machine learning with artificial neural
networks for these approximations. We present results of numerical computations
for both the forward problems and inverse problems. The calculations include
one-dimensional and higher-dimensional models.
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Abstract. The structure of polynomial solutions to the Gosper’s key equation
is analyzed. A method for rapid “extraction” of simple high-degree factors of
the solution is given. It is shown that in cases when equation corresponds to
a summable non-rational hypergeometric term the Gosper’s algorithm can be
accelerated by removing non-essential dependency of its running time on the
value of dispersion of its rational certificate.
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Let K be a field of characteristic zero, x – an independent variable, E – the shift operator
with respect to x, i.e., Ef(x) = f(x + 1) for an arbitrary f(x). Recall that a nonzero
expression F (x) is called a hypergeometric term over K if there exists a rational function
r(x) ∈ K(x) such that F (x + 1)/F (x) = r(x). Usually r(x) is called the rational certificate
of F (x). The problem of indefinite hypergeometric summation (anti-differencing) is: given
a hypergeometric term F (x) find a hypergeometric term G(x), which satisfies the first order
linear difference equation

(E − 1)G(x) = F (x). (1)

If found, write
∑

x F (x) = G(x) + c, where c is an arbitrary constant.
An important notion widely used in the context of algorithmic summation is the dis-

persion set of polynomials p(x) and q(x), which is the set of positive integers h such that
deg(gcd(p(x+ h), q(x))) > 0. Another important notion is the largest element of the disper-
sion set known as the dispersion [1].

One more piece of standard terminology required here is the notion of shift equivalence of
polynomials: two polynomials u(x), v(x) ∈ K[x] are shift equivalent if there exists h ∈ Z, such
that u(x+h) = v(x). Given several distinct shift equivalent polynomials u1(x), . . . , ut(x) it is
easy to list them in order from “leftmost” to “rightmost”, i.e. reorder them as v1(x), . . . , vt(x)
in such a way that for any indices i, j ∈ {1, . . . , t}, i < j, vj(x+hij) = vi(x) and hij > 0. We
refer to v1(x) as the smallest and to vt(x) as the largest element of shift equivalence class
formed by u1(x), . . . , ut(x).

Finally, following [5] define the factorial polynomial (a generalization of the falling facto-
rial) for p(x) ∈ K[x] as

[p(x)]k = p(x) · p(x− 1) · . . . · p(x− k + 1) (2)

for k > 0 and [p(x)]0 = 1.
Although the algorithmic treatment of symbolic summation has a long history [1,3], stan-

dard algorithms and their implementations in computer algebra systems suffer from the fact
that they can unnecessarily require a running time which is exponential in the input size.
This is due to the well know effect of “intermediate expression swell”. In algorithms for
hypergeometric summation the value of dispersion of the rational certificate of a hypergeo-
metric term plays crucial role. The dispersion can be exponentially large in the size of the
summand, and the running time of Gosper’s algorithm [3] effectively depends on the disper-
sion. This means that even when the closed form sum is small, the intermediate results can
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be exponentially large, and the performance of the algorithm deteriorates. This makes the
instances of summation problem with large dispersion effectively intractable.

In what follows we describe simple modifications of the Gosper’s algorithm that remove
non-essential dependency of the running time of Gosper’s procedure on the dispersion.

Consider R ∈ K(x). If z ∈ K and monic polynomials A,B,C ∈ K[x] satisfy
(i) R = z · A

B
· EC
C

,
(ii) A and EkB are relatively prime for all k ∈ N,
then (z, A,B,C) is a polynomial normal form (PNF) of R. If in addition,
(iii) A is relatively prime to C and B is relatively prime to EC,
then (z, A,B,C) is a strict (PNF) of R (see [6,2] for details).

For example, for the rational function
(x+100)(2x2+1)

x
the PNF is

2, x2 +
1

2
, 1, (x+ 99) · (x+ 98) · (x+ 97) · · · · · (x+ 1) · x

with polynomial C = [x+ 99]100 of degree 100. Note, that factorial polynomials naturally
appear in the last component of PNF, assuming that the dispersion of the numerator and
denominator of a given rational function is non-zero.

In [3] Gosper described a decision procedure for the summation of a hypergeometric
term, which is widely adopted and used in computer algebra systems. The algorithm is
based on simple observation that if a given hypergeometric term F (x) has a hypergeometric
anti-difference G(x) (i.e. if it is summable), then the terms G(x) and F (x) are similar: i.e.,
there exists Y (x) ∈ K(x) such that G(x) = Y (x)F (x) (in other words, the anti-difference is
a rational function multiple of the summand). This reduces the original summation problem
to the problem of finding a rational function Y (x) solving equation

Y (x+ 1)r(x)− Y (x) = 1, (3)

where r(x) is the rational certificate of the summand.
In order to solve (3), the rational certificate is transformed to the Gosper-Petkovšek form

(or PNF): (z, A,B,C), i.e. one finds z ∈ K and polynomials A(x), B(x), C(x) such that

r(x) = z
C(x+ 1)A(x)

C(x)B(x)
.

reducing the search for the sum to the search of a polynomial solution y(x) of the key
equation:

zA(x)y(x+ 1)−B(x− 1)y(x) = C(x). (4)

If y(x) is found, then

G(x) = F (x)
B(x− 1)y(x)

C(x)
. (5)

In order to solve (4) one can find a degree bound of the solution and use (for example)
the method of undetermined coefficients to reduce the problem to standard linear algebra
routine. One of the factors influencing this bound (and as a consequence the size of linear
system to be solved) is the degree of C(x) in (4).

Sometimes the polynomial C(x) from (4) is called the universal denominator. One well-
known problem with Gosper’s algorithm is that the universal denominator can have pes-
simistically large degree (i.e., C(x) and y(x) can have very large degree common factor,
which will cancel after substituting the solution y(x) into (5)). This in turn can lead to the
exponential dependency of the running time on the size of the input, even when input and
output is small. We will show that it is possible (after obtaining the degree bound for the
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solution of (4)) to remove extraneous terms in this universal denominator before solving the
key equation.

Assume that the given hypergemetric term F (x) is not a rational function and that it is
summable. Cancellation in (5) happens when solution y(x) and right hand side C(x) of (4)
have common factor. Suppose C(x) = [p(x)]kC̃(x) and solution y(x) also has factor [p(x)]k.
Then substitution y(x) = ỹ(x)[p(x)]k+1 into (4) gives new equation

zA(x)p(x+ 1)ỹ(x+ 1)−B(x− 1)p(x− k)ỹ(x) = C̃(x) (6)

which has polynomial solution ỹ(x) and y(x) in (5) can be replaced by ỹ(x), C(x) in (5)
can be replaced by C̃(x) (effectively realizing cancellation of unnecessary common factor in
the numerator and denominator of (5)). If the degree bound for y(x) in (4) is N , then the
degree bound for ỹ(x) in (6) is N − k deg p(x).

Note, that due to the nature of PNF, factorial polynomials appear only in the right-hand
side of the key equation (4) and they are the only candidates for cancellation. Moreover, the
number of these factorial polynomials is bounded by the degrees of the numerator and the
denominator of the rational certificate r(x) and does not depend on the value of the disper-
sion. On the other hand, each term of the form [p(x)]k contributes the value of k deg p(x)
towards the upper bound of the degree of the solution y(x), which can be as large as the
value of the dispersion.

In what follows let [p(x)]k be one of the factors of C(x) in (4). Our approach is based
on a succinct representation of the factorial polynomials appearing in the Gosper-Petkovšek
form, lazy evaluation of consecutive values of y(x) in (4) and very simple properties of the
structure of the solutions of the equation (4):

1. The term [p(x)]k vanishes at any root α of p(x) and also at α + 1, . . . , α + k − 1.
2. Neither A(x) nor B(x− 1) can be equal to zero at α + 1, . . . , α + k − 1.
3. If a solution y(x) of (4) is equal to zero at any of α, α + 1, . . . , α + k (where α is a

root of p(x)), then y(x) is equal to zero at all these points. This means that [p(x)]k+1

is a factor of y(x) and the factorial polynomial term [p(x)]k in C(x) cancels after
substituting y(x) into (5).

4. If neither A(x) nor B(x − 1) contains a factor shift equivalent to p(x), then the term
[p(x)]k is a factor of the solution y(x). This property holds only for non-rational
hypergeometric summands and is based on the fact that the homogeneous equation

zA(x)y(x+ 1)−B(x− 1)y(x) = 0

corresponding to equation (4) can only have trivial solution if z, A(x) and B(x) come
from PNF for non-rational hypergeometric term (as shown in [4]).

5. Any shift equivalent to p(x) factor of A(x) (resp. B(x − 1)) from (4) provides initial
value for the solution of y(x) at β (resp. at β + 1), where β is a root of this factor.

6. The evaluations required to detect equality or non-equality of y(x) to zero at the
consecutive points starting at β can be done lazily. The expanded form of [p(x)]k or
the knowledge of the root β itself are not required for this test.

For example, let C(x) = [p(x)]kC̃(x) in (4), b(x) is a factor of B(x − 1) shift equivalent to
p(x) (i.e., p(x + h) = b(x), h > 0). Reducing equation (4) modulo b(x) gives us y(x + 1) =
A(x)−1C̃(x)[p(x)]k mod b(x). Using this as initial value we can write

y(x + 2) = A(x + 1)−1
[
B(x)A(x)−1C̃(x)p(x− k + 1) + C̃(x + 1)p(x + 1)

]
[p(x)]k−1 mod b(x).
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The value of y(β + 2) will be equal to zero iff the expression in square brackets above is
zero polynomial. In order to test this equality we do not need to fully evaluate right hand
side. Continuing to use similar scheme we can find if y(x+ h) is equal to zero, and if it is –
we have detected that factor [p(x)]k is part of the solution of (4) (so, it can be removed as
described before). Note, that due to the nature of PNF polynomials A(x), . . . , A(x+ h) are
all invertible modulo b(x).

One can try to minimize the number of intermediate lazy evaluation steps in cases when
both A(x) and B(x − 1) contain factors shift equivalent to p(x). For example, let C(x) =
[p(x)]kC̃(x) in (4), b(x) is a factor of B(x− 1) shift equivalent to p(x), and a(x) is a factor
of A(x) shift equivalent to p(x). Note that a(x) is the leftmost element and b(x) is the
rightmost element in the group of shift-equivalent polynomials a(x), p(x− k + 1), p(x− k +
2), . . . , p(x), b(x). If one starts evaluations at a root of b(x) (respectively root of a(x)) - the
number of evaluation steps needed to detect if solution y(x) is zero at a root of p(x) is equal
to dispersion of p(x) and b(x) (respectively dispersion of a(x) and p(x−k+ 1)). The smaller
of these values gives fewer lazy evaluation steps.

Described above properties allow us to incorporate simple and efficient changes into
Gosper’s decision procedure, which do not worsen the total asymptotic complexity of the
procedure, but can lead to tremendous savings in the running time for summable terms
with large dispersion of the rational certificate (effectively, in this case modified Gosper’s
procedure has running time which is polynomial in the size of the input [7]). Implementa-
tion of described technique in Maple shows practical improvements in the running time for
summable non-rational hypergeometric terms with large dispersion of the rational certificate.
Note, that there are situations when given hypergeometric term is known to be summable
in advance (for example in reduction based creative telescoping).

For the non-summable terms proposed reductions of the universal denominator can be
used for factors [p(x)]k for which neither A(x) nor B(x−1) contains a factor shift equivalent
to p(x). If (4) has no polynomial solution then (6) can not have polynomial solution, but
equation (6) has lower degree of the right hand side. This means that all such factors of
the right-hand side of (4) are redundant and their removal will improve time to decide that
there is no solution. The question if other factorial polynomials can be safely removed from
the universal denominator requires further investigation.
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