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FROM OPTIMA TO EQUILIBRIA!

1 Introduction

In recent years there has been a great deal of interest in the expansion of the main concepts
of optimization problems to the field of equilibrium problems. Interest has increased
because optimization problems are not an adequate mathematical tool for modelling in
situations of decision making with multiple agents. Optimization problems can be more
or less adequate in situations where there is one person making decisions working with
an alternative set, but in situations with many agents, each having their personal set
and system of preferences on it and each working within the localized constraints of their
specific situation, it becomes impossible to use the optimization model to produce an
aggregate solution that will satisfy the global constraints that exist for the agents as a
whole.

Such a solution can be found only with the use of diverse equilibrium models. These
situations include saddle point problems, n-person games with Nash equilibrium, inverse
optimization problems, models of economic equilibrium, etc.

Situations that call for the reconciling of contradictory interests or factors are wide-
spread in the everyday world. Examples include market economies, democratic policies,
homeostasis in a live organism, equilibrium in the predator-prey system, stable modes in
the operation of technology and many others.

It is clear there is a great demand for development of the concept of equilibrium
modelling. The immense variety of real-life situations requires a rather rich set of ma-
thematical equilibrium models to describe the unique features of different situations. Such
models are already developed and some of them are mentioned below. They are very
different but they have something in common, namely, each uses the concept of the
equilibrium solution. It is always a fixed point of some mapping of a set onto itself.
This means that such equilibrium models can be scalarized and submitted in the form of
computing a fixed point of an extreme map.

It is not hard to prove the existence theorem regarding the fixed point of an extreme
map. But there are a great difficulties in solving it. To understand the nature of these
difficulties more completely we will consider sequentially the optimization problem, the
saddle point problem and the equilibrium problem. We will try to apply a gradient
approach to solving these. This will give us the ability to see what kind of difficulties we
must overcome to prove the usefulness of this approach for the solution of these problems.

We shall now proceed to more precise statements.

IThis paper is based on the talk of author presented at workshop of Prof. Tamaki Tanaka, held at
Hirosaki-university, October,13,1997



2 Optimization Problems

Let us consider the problem on minimizing a function on a convex set, namely

find v* € Q such that v* € Argmin{®(v) | v € Q}. (2.1)

where ®(v) is a differentiable scalar function, 2 € R™ is a convex set.

The gradient method is one of main approaches of solving problem (2.1). This method
is very good investigated in different forms: iterative and continuous, with projection
operator and out of one. We consider here briefly an continuous gradient projection
method to solve (2.1)

The idea of the method can be presented in the following way. If v* is a minimum
point of problem (2.1), then the necessary condition

v =m(v* —aVe(vY)) (2.2)

is satisfied, where mq(...) is the projection operator of a vector onto the set 2, a > 0 is
a parameter such as the step length, and V®(v) is the gradient of function ®(v) at the
point v. Condition (2.2) has a simple geometric meaning: moving from the point v* along
the antigradient, we return to the point after the projection operator, i.e., v* is a fixed
point or an equilibrium point. The discrepancy mo(v —aV®(v)) — v can be considered as
a transformation of space R™ into R". This transformation determines a vector field.

Let us formulate the problem on drawing a trajectory such that its tangent line coin-
cides with the field vector at the given point. The problem is described by the system of
differential equations

Y o= ol —aVEQ), ulte) =" (2.3)

The "dynamical” definition of the fixed point v* follows from (2.3), namely, v* is the
trajectory point at which the velocity is zero. It follows from general theorems that the
continuous right-hand side of system (2.3) ensures the existence of a solution on a finite
interval. If the Lipschitz condition is satisfied for the right-hand side for all R™ (it does
so in our case), then the trajectory exists and is unique on the infinite interval, i.e., for
all ¢ Z t().

If mq(...) = I is the unit matrix (i.e., Q@ = R"), then (2.3) becomes

dv 0
- = —ave(), u(t) =1’ (2.4)

The continuous gradient method without the projection operator has been considered in
many papers, (e.g., see [1]-[5]). Regularized gradient equations have been investigated by
Vasil’ev [6]. The paper [7] includes the review of papers written by non-Russian authors
and devoted to equations like (2.4). Differential equations (2.3) with the projection opera-
tor have been proposed and studied in detail by Antipin [8]. Asymptotic and exponential
stability of these systems is proved there.

Here we dwell on the case in which the projection operator mg(...) is linear. This
variant of the gradient projection method has been described by Rosen [9] in the case of
linear constraints and then independently it has been studied in detail by Evtushenko and
Zhadan [10], [11] and by Tanabe [12], [13]. It is generated by the problem on minimizing
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the goal function ®(v) under the equality-type constraints Q = {v | g(v) = 0,v € R"},
where g(v) is a differentiable vector function. One should construct a gradient trajectory
belonging to the manifold €2. To this end, at each point v € {2 one constructs the tangent
subspace K, which uniquely generates the operator of projection of the space R™ onto
such that mx(K) = K. Thus, in particular, the equality mx(v) = v is satisfied for the
point v being the tangency point of to the manifold €. In order to construct the vector
field at each point w, one projects the gradient V®(v) onto the tangent space. Hence,
this field is described by the transformation 7mx(V®(v)).

Consider the following: construct a trajectory v(¢) belonging to the manifold Q2 such
that its tangent coincides with the field vector mx(V®(v)) at each point v. The problem
is described by the system of differential equations

dv 0
= = —am(VO(v)), o(to) =’ (2.5)

The latter can be obtained from (2.3) in a quite formal way if we take into account
the fact that in this case the projection operator is linear and the condition 7 (v) = v is
satisfied for it. The projection operator is determined by the analytical formula

Tr(...) =1 = Vg' (v)[Vg(v)Vg" (v)] ' Vg(v),

where Vg(v) is the gradient of function g(v).

Differential equations of internal and external linearization methods for convex pro-
gramming problems with inequality-type constraints have been described by Antipin [14],
[15]. The properties of iterative analogs to the continuous gradient projection methods,
namely,

" = (V" — aVe(v™)) (2.6)

have been well studied in [16].
First, we recall that the projection operator mq(b) of vector b onto the set Q can be
determined by solving the variational inequality

(ma(b) — b, 2 — ma(b)) > 0 (2.7)

for all z € (.
Let us rewrite equations (2.2) and (2.3) in the form (2.7). The former is equivalent to
the variational inequality

(VO(v*),z —0v") >0 (2.8)

for all z € 2, whereas the latter is equivalent to the variational inequality

(0+v—v4+aVe(v'),z—0—v) >0 (2.9)

for all z € Q, where v = dv/dt.

In what follows we present the theorem on convergence of method, assuming that
V& (v) is a monotone operator satisfying the Lipschitz condition. Here we do not assume
that the initial condition belongs to the set Q, moreover, v° € R".
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Theorem 1 If a set Q € R" is convex, closed, the objective function ®(v) is differential
and convez, then the trajectory v(t), induced by method (2.3) with parameter a > 0
converges to the solution of optimization problem (2.1).

Proof. Set z = v* in (2.9) and z = v 4 © in (2.8) and add these two inequalities. We
obtain

(0 4+ a(VO(v) = VO(v*),v" —0 —v) > 0. (2.10)

Let us represent (2.10) as

(0, v* —v) + a(VO(v) — VO(v*),v* —v) — |§]* — a(VP(v) — VO(v*),0) > 0. (2.11)

Taking into account the fact that the gradient V&®(v) is monotone, we obtain

d *|2 =12 d * * *
Eh} — v "+ 0" + aa(q)(v) —d(w") — (VO (v*),v —v")) <0. (2.12)

Next, integrating (2.12) from to ty to ¢, we obtain

t

v — v >+ /|’0\2d7 +a(P(v) = (") = (VO™ v —v") < (2.13)

to

< =P 4 a(®@(Y) — d(v*) — (VO(v*), v — v*)).

Since ®(v) is convex, i.e., ®(v) — ®(v*) — (VO(v*),v" — v*) > 0, it follows from (2.13)
that the trajectory v(t) is bounded, i.e., |v(t) — v*| < C, and decreases monotonically in
the sense of [v — v*|2 + ®(v) — ®(v*) — (VP (v*),v” — v*). These properties are sufficient
for the converge of trajectory to a limit point, namely, v(t) — v* € Q* as t — oo for all
vY. Tt is proof that gradient projection method is converged to a optimal point always
since operator V®(v) satisfy of three distinguishes features: it is potential, monotone and
subject Lipschitz condition. The latter is included in the conditions of the existence and

uniqueness theorem. Theorem is prove.



3 Saddle point problems

1. Saddle gradient method. Let us examine the problem of calculating a saddle point
of a function of two variables

find «*,p* € Q x P such that
L(z*,p) < L(z*,p*) < L(z,p*) Yz €Q, Vp€E P,

(3.1)

where L : R™ x R™ — R be a convex-concave function, () C R", P C R™ be convex sets.
In particular, the saddle function can be a Lagrange function L(xz,p) = f(x) + (p, g(z))
of the convex programming problem [17]

x* € Argmin{f(z) | g(x) <0, z € Q}. (3.2)

For applications in the field of decision making it is important to develop the theory
of saddle points for vector-valued functions. We note some interesting publications in this
direction [18]-[22].

Assuming that the function L(z,p) is differentiable, we write out necessary and suffi-
cient, conditions to be a saddle point

" =mg(z* —aV,L(z*, p*)),

3.3
p* — ,n.P(p* + OszL(x*,p*)), ( )

where mg(...) and 7p(...) are the operators of projection of vectors on the sets @ and
P, and V,L(z,p) and V,L(z,p) are the vector gradients of the function L(x,p) in the
variables x and p, respectively.

The point z*, p* is a fixed point, or an equilibrium point. System (3.3) has a simple
geometric meaning. Let x*, p* be an equilibrium point. Then, on taking a step from the
point x*, p* in the direction of a partial gradient (antigradient) of the saddle function
L(z,p), we again move to the point x*, p* after the projection. Systems (3.1) and (3.3)
are equivalent to each other.

The residual,i.e., the difference between the left and the right side of (3.3), which is
equal to zero at the point x*, p* and not equal to zero at an arbitrary point z, p specifies
a mapping of the set R" x R™ into itself. The resultant image can be viewed as a vector
field with the fixed point z*, p*. Given a vector field, we state the problem of drawing the
trajectory so that its tangent line coincide with the specified direction of the field at that
point. Formally, this problem is written as the system of differential equations

d

d—w = WQ(x_ame(xap>> -,

d;; (3.4)
% = 7TP(p+ vaL<x,p)) - b

Since the operator —V,L(z,p), V,L(x,p) is monotone one, because of L(z,p) is a
convex-concave function, and, by definition, satisfy the Lipschitz condition, while the
operators mg(...) and 7p(...) are unextending ones. System (3.4) generates the trajectory
x(t), p(t) for all x(ty) = 2° and p(ty) = p°, in accordance with the existence and uniqueness
theorem, at any ¢t > t,.



If @ = R"and P = R™, then mg(...) and 7p(...) are unit operators and system (3.4)
assumes the form [23]

Z—j = —aV,L(z,p), % = aV,L(z,p). (3.5)

If g(x) = 01n (3.2), then we obtain the continuous method of gradient projection (2.3)
for optimization of f(x) on the set @ [8],[24]

The question of whether the trajectory of process (3.4) and its modifications will tend
to one of the equilibria of the system as t — oo now arises. The answer to this question
is easy to arrive at by considering the simplest example. Let the saddle point function
have the form L(z,p) = = x p. The origin of coordinates is then a saddle point of this
function and satisfies the inequality 0 x p < 0x 0 < 2 x 0 for all z € R! and p € R'. The
saddle gradient method with account for descent in one variable and ascent in the other
has the form

dz dp

az, a>0, x(te) = 2°,  p(te) = p°. (3.6)

a - P
Hence we have zdx + pdp = 0 or z(t)* + p(t)* = r?, i.e., the trajectories of the method,
which represent concentric circles, do not converge to zero. The nonconvergence of the
method stems from the fact that the operator F(x,p) = (—p, )T is not potential, although
Fi(z,p) = (p,z)T is a potential operator [25] since it is a gradient for L(z, p).
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In this example, the equilibrium point is an equilibrium of the “center” type and,
therefore, it is not asymptotically stable, although this point is stable in the sense of
Liapunov. A small deformation of the phase portrait may change the property of equi-
librium, for example, convert the asymptotically unstable “center” to an asymptotically
stable node. The requisite deformations of phase portraits can evidently be obtained by
many methods. One fruitful idea is the concept of control of dynamic systems with the
aid of feedback loops. In the present work we examine gradient processes, with proximal
ones being treated in [26].

2. Control saddle gradient method. We shall regard the feedback loops as func-
tions dependent on the phase coordinates angl velocities of the system, i.e., u = u(z, p, &, p)

p

and v = v(x,p,&,p), where & = z—f, p=F, and x € Q, p € P. By definition, these

functions are equal to zero at equilibrium points.




We introduce the additive controls v and v in gradient system (3.4) so as to obtain

d
dp
- Tp=mp(p+aV,L(z +v,p)). (3.7)

and state the following problem. In a certain class of feedback functions u = u(z, p, &, p)
and v = v(x, p, &, p) we must select the controls as state functions of the dynamic system
(3.7) that would ensure convergence of the trajectory x(t), p(t) to an equilibrium point. In
other words, we need to synthesize the control algorithm that would transfer the system
(3.7) from an arbitrary initial state 2°, p° to an equilibrium state x*, p* in an infinite time
interval.

The feedback functions u = u(z, p, Z, p) and v = v(z, p, &, p) can be thought of either as
the position of the “rudders” of an object that moves along the trajectory of interest or as
the vector of energy to be expended to maintain the “rudders” in the specified position.
At the point of equilibrium the object is stationary and its velocities &, p are equal to
zero, so that the energy consumption in equilibrium is zero: w = wu(x*,p*, &*,p*) = 0,
v = v(z*,p*,&*,p*) = 0. This is perhaps the only requirement placed on the controls,
following from the essence of the situation. In every other respect the controls can be
arbitrary.

The simplest controls have the form [25]

u=p, V=2

and express a simple idea: the energy spent on control of a motion is proportional to
the velocity vector. An other type of control present itself the residuals generated by
conditions (3.3)

u=m7p(p+aV,L(z,p)) —p, v=mg(r—aV.L(z,p)) — x. (3.8)
In this paper we consider composite controls of the form
u= 7TP<p + CYVpL(LL',p)) - D V=1 (39>

On substituting (3.9) into (3.7), we obtain

d

d_f_f_x = WQ(:IJ—CYV;EL(=’U7Z§))7

dp i

%_{_p = ﬁp(p—l—OéVpL(fE_Fmap))? (310)
ﬁ = ﬁp(p—i-OéVpL(a:ap))?

x(te) = 2% plto) =p".

An iterative analog of (3.10) is given as

(3.11)



It is supposed that the gradients V,L(x,p), V,L(x,p) satisfy the Lipschitz conditions
for some bounded closed set

|L([L‘ + h>p+ k) - L(l’,p) - <vxL(xap)vh’> - <VPL(x>p)vk>| S

< SLORP +IKP), .
where L is a Lipschitz constant. In particular from this condition we have
LG+ hop) = Lz p) = (Vo L(z,p), B)| < S LIAP (313)
for all z and x + h from () and p from P, and
LG+ 1) = L(z,p) — (VL p), ] < 5 LIhP (3.14)

for all p and p+ h from P and x from (), and there is one else condition of the same type

IV,L(z + h, p) — V,L(z,p)| < L|A|. (3.15)

In the general case the Lipschitz constants from (3.14) and (3.15) are different. It is
supposed that we have chosen least of them.
We represent system of equations (3.10) in the form of the variational inequalities

(T +aV,.L(z,p),z —x—12) >0, Vz€Q, (3.16)
(p—aV,L(x+2,p),y—p—p >0, VyeP, (3.17)
and, at last

We estimate the value of the deviation of the vectors p + p and p in (3.10).
lp+p—pl < [mp(p+aV,L(z+i,p) —7mp(p+aV,L(z,p))| < a|V,L(x+i,p) =V, L(x,p)l|.
Using of (3.15), we obtain
p+p—p|l < all|. (3.19)

The following theorem enables us to prove that the equilibrium points of process
(3.10) controlled by means of feedback are asymptotically stable because of the operator
—V.L(z,p), V,L(z,p) is monotone and satisfies the Lipschitz condition.
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Theorem 2 If the set X* x P* of saddle points of system (3.1) is not empty, L(x,p)
is convex-concave function and its gradient (V,L(x,p), V,L(z,p)) satisfy the Lipschitz
condition (3.12), Q and P are the convex closed sets, the parameter a is chosen from
condition a < %L, then the trajectory of process (3.10) converges monotonically in norm
to one of the saddle points, i.e., x(t) — z* € X* and p(t) — p* € P* ast — oo for all
20, p°.

Proof. Setting z = z* in (3.16) yields
(T +aV,L(z,p),x" —x — &) > 0. (3.20)
We write this inequality in the form
1d
2 dt
We add to the left side of (3.21) a zero quantity L(z+&,p) — L(x+ &, p). Furthermore,
using the convexity of the function L(z,p) in x in the form of the inequality

|z — 2| + 2> — (V. L(z,p),v* — x) + a(V,L(z,p), &) <O0. (3.21)

<VxL(I,]5),$* - [E> S L($*,}5) - L(ﬂ?,ﬁ),

we transform (3.21):

1d
5|~ o P+ —odL(a", p) = L(w, p) + L(z +,p) = L(z +&,p) = (V. L(x, p), &)} < 0.
(3.22)
Taking into account (3.13) we obtain
ld ¥ 12 2 Y2 * = -
55\3: — " * 4 2|7 — 5L\x| —o{L(z",p) — L(x+ %,p)} < 0. (3.23)
From (3.1) we get
L(z*,p) < L(z*,p*) < L(z + ,p").
So we can write
e P (1 SO —a(Le +ap) — Ll + . p) <0, (324)



We will return to (3.24) a little later, while now we consider variational inequalities
(3.17) and (3.18). Letting y = p* in (3.17), we obtain

(p —aV,L(z +&,p),p* —p—p) >0,

or
(B0 —p—p) — a(VpL(z + &,p),p" —p—p) 20, (3.25)
In a similar fashion, setting y = p + p in (3.18) we obtain
<]§ 2 avpL(x7p>7p+p _ﬁ> Z 07

or
p—=p,p+p—p) =V, L(z,p),p+p—p) >0, (3.26)
We transform of (3.26) in the form

(p—p,p+p—p)+a({VpL(x+&,p) =V, L(x,p),p+p—p) —(VyL(z+,p),p+p—p) = 0.
(3.27)
Taking into account (3.15) and (3.19) we have from (3.27)

(p=p.p+p—p)+’L’i —a(V,L{x+i,p)p+p—p) 2 0. (3.28)
Adding together (3.25) and (3.28) gives

(p,p" —p—p) + PL2E[* + (p—p,p+p—p) — a(V,L(x +&,p),p" —p) > 0. (3.29)
We use the concavity of L(x,p) in p
(VoL(z + &,p),p* — p) > L(x + &,p*) — L(x + &,p)

then it can be written as

1d . . . . .
—5lP—P = [p] + P L%|i]* + (p— p,p+ D — D)+
o L(z + &,p) — L(z + &,p")} — oV, L(z + &, p),p — p) = 0. (3.30)

Summing (3.24) and (3.30) yields

&) . _ .
— o — 2" + (1—§L—a2L2)val2+§Elp PP+ 1P = (6 —p.p+p— D)+
a{L(x + &,p) — L(x + &,p) — (V,L(x + 2,p),p—p)} <O. (3.31)

Taking into account (3.14) we get

2 dt

1 1d
S e =2 P+ (L= aL (G +aL)[if + 5 olp — v+

_ . _ a
(p—p,p+p—p)— §Llp—p|2 <0. (3.32)
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We transform the last but one summand in (3.32) using the identity
pr = pal? = |p1 = psl® + 2(p1 — p3, s — p2) + [ps — paf . (3.33)
For this purpose, suppose that p; = p,ps = p+ p and p3 = p in (3.33). We have then
2p—p.p+p—p) =IpI"—|lp—pI" = Ip+p—p"

Use the obtained decomposition then

ld p2 L d P 2 Lo
5@ 1+ 5o =P cld]” + Sl
S T
selp—pl" +5lp+p—p" <0, (3.34)

where ¢; = (1—aL(3+aL)) > 0 and ¢; = 1 —aL > 0 because of o« < 3L by the condition
of theorem.
We integrate inequality (3.34) between ¢y and ¢

t ¢
|x—$*|2—|— |p—p*|2+2cl/ |x'|2d7'+2/ |p|2d7'—
to to

t t
02/ P — pPdr + / p+p—pl*dr < |zg — 2" + |po — p" [, (3.35)
to to

where zq = x(ty), po = p(tg). The boundedness of the trajectory |z(t)—x*|*+|p(t) —p*|* <
|zg — x*|* + |po — p*|? follows from (3.35), and since xg,po is an arbitrary initial value,
the set of equilibrium points is stable in the sense of Liapunov. In this case, the integrals
ftz |Z|2dT < oo, fti |p|?dT < oo and fti 1P — plPdT < o, fti lp+ p — p|*dT < oo converge
as t — oo.

We now prove the asymptotic stability of the set of equilibrium points. Assuming
that there exists a quantity e > 0 such that |Z(t)| > € and |p(t)| > € for all t > to, we
find that this assumption contradicts the convergence of the integrals. Consequently, a
subsequence of instants of time 7; — oo exists such that |@(¢;)|] — 0 and [p(¢;)| — 0.
Because z(t),p(t) is bounded, an element z',p such that x(t;) — 2 and p(t;) — p’ as
t; — 00 exists.

We examine equations (3.10) for all times ¢; — oo and, passing to the limit, write out
the limit ones

r = FQ(.%‘I — aVIL(a:/,p/)),
p =mp(p +aV,Lx,p)). (3.36)

This system of equations are equivalent to (3.1) since it is the same as (3.3) and, hence,
r =z*€Qandp =peP.

Thus, any limit point of the trajectory x(t), p(t) is solution to the problem, in which
case the quantity |z(t) — 2*|? + |p(t) — p*|* decreases monotonically. These two facts
taken together imply that the trajectory x(t),p(t) can have only one limit point, i.e.,
the trajectory x(t), p(t) converges monotonically to one of the solutions of the problem:
x(t) — x* and p(t) — p* as t — oco. This proves the theorem.

An iterative version (3.11) of this process converges under the same conditions.
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4 Equilibrium problem

1. Statement of problem. Let us consider the problem of computing a fixed point of
the extremal mapping [27],[28]

find v* € Q such that v* € Argmin{®(v*,w) | w € Q}. (4.1)

Here the function & is defined on the product space R™ x R™ and ) C R" is a convex
closed set. It is supposed that ®(v,-) is convex on ) for any v € Q. It is also assumed
that the extremal (marginal) mapping w(v) = Argmin{®(v,w) | w € Q} is defined for
all v € Q and the solution set Q* = {v* € Q| v* € w(v*)} C N of the initial problem is
nonempty. According to Caccutani’s fixed point theorem the latter assertion follows from
the continuity of ® and the convexity of ®(v,-) for any v € 2, where Q is compact. In
this case w(-) is an upper semicontinuous mapping that maps each point of the convex,
compact set {2 into a closed convex subset of € [29].
Any point solving problem (4.1) satisfies the inequality

O (v, 0%) <P (v, w) Yw € Q. (4.2)

This inequality can be regarded as an equivalent definition of the fixed point.

Problem (4.1) can be considered from different points of view. On the one hand it
represents an extremal inclusion, which generalizes the concept of operator equations. On
the other hand, it is possible to consider this problem as a scalar convolution of diverse
game problems, which describe the situation of a coordination of contrary interests and
(or) factors for many agents. We shall illustrate this by means of some examples.

1. Saddle point problems [17]. Let L : R* x R™ — R be a convex-concave function,
Q C R", P C R™ be convex sets. We seek a saddle point (z*,p*) € @ x P of L, satisfying
(by definition) the system of inequalities

L(z*,y) < L(z*,p") < L(2,p*) V2 €Q, VyecP. (4.3)

We introduce a normalized function ® via ®(v,w) = L(z,p) — L(z,y), where w =
(z,y), v = (x,p). Then problem (4.3) in new variables can be written easily in the
form (4.1). Both formulations are equivalent [25].

2. N-person games with Nash equilibria. Let f;(x;,x_;) be the payoff function of i-
th player, ¢+ € I. This function depends on both their own strategies x; € X;, where
Xi = (%i)ier, and the strategies of all other players x_; = (x;);cp;. An equilibrium point
of this n—person game is the solution =}, ¢ = 1, ..., n of the system of extremal inclusions

x; € Argmin{ f;(z;,2*,) | x; € X;}. (4.4)
Now we introduce a normalized function of the kind
(I)(U> w) = Z f,(l’“ JZ,i),
i=1

where v = (z_;), w=(z;), i=1,....,nand (v,w) = (z;,x_;) € Q x Q. With the help of
this function problem (4.4) can be written in the form (4.1).
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3. Inverse optimization problems [30]. An inverse optimization problem represents
a system of two or more relations. For example, one of them is a parametric convex
programming problem, and the other is a system of inequalities or equations

x* € Argmin{(\*, f(z)) | g¢g(z) <0, ze€Q},
G(z*) < d. (4.5)

It is required to choose in (4.5) non-negative coefficients of linear convolution A = A\* such
that the corresponding optimal solution x = z* belongs to a prescribed convex set. In
particular, this set may contain one point only. It is supposed that all functions of problem
(4.5) are convex. So, the well-known Arrow—Debre model of economic equilibrium is an
inverse multicriterial optimization problem. Any inverse optimization problem (4.5) can
be considered always as a special case of a two-level (hierarchical) problem (cf. [31], [32])
such that the objective function is equal to a constant. It is clear [28] that System (4.5)
can be represented as a two-person game with the Nash equilibrium

x* € Argmin{(\*, f(z)) | g¢g(z) <0, ze€Q},
p* € Argmin{(p,G(z*) —d) | p > 0}. (4.6)

In turn problem (4.6) can be reduced to problem (4.1) with the help of the normalized
function.

4. Variational inequality problem [33],[34]. Let F': R® — R™ be a given mapping. It
requires to find a point v* € €2 such that

(F(v"),w—v") >0 Yw € Q. (4.7)

We introduce the function ® (v, w) = (F(v),w — v) to formulate problem (4.1). It can be
shown that (4.1) is equivalent to (4.7).

If in problem (4.7) the set €2 is the positive orthant (R")*, then (4.7) can be reduced
to a complementarity problem. In other words, it is required to find v* > 0 such that

F(v*) >0, (F(v"),v*)=0, v*>0. (4.8)

It is clear that in this case the problems (4.7) and (4.8) are equivalent.
5. Fized point finding problem . Let F : Q — Q be a given mapping with Q C R".
One wants to compute a fixed point of the operator F(v) such that

vt = F(vY), vt e (4.9)

Following [35], we put ®(v,w) = (v — F(v),w — v). Then it holds: v* solves problem
(4.1) if and only if v* is a solution of (4.9). Indeed, it is obvious that (4.1) follows from
(4.9). On the contrary, if v* is a solution of (4.1), by taking w = F(v*), we obtain
0 < ®(v*,v*) = —|v* — F(v*)|?. Hence, v* = F(v*).

The enumerate list of problems does not exhaust all possible applications of problem
(4.1). Other examples can be found in [35].

2.Splitting of functions.It is known that linear space of square matrixes has two
linear subspaces of symmetric and anti-symmetric matrixes. Any square matrix can be
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decomposed in a sum of two projections on these subspaces. Carrying out an analogy
between square matrixes and objective functions ®(v,w) of problems (4.1), we select in
linear space of functions two linear subspaces, which are described by the following ratioes

O(w,v) — P(v,w) =0 Yw e Q, YveQ, (4.10)
O(w,v) + P(v,w) =0 Yw e, Vve Q. (4.11)

We shall say that functions of the first class are symmetric and those of the second
class are anti-symmetric. If the range of definition of these functions represents a square
grid, then we deal with usual classes of symmetric and anti-symmetric matrixes.

Remember that the pair of points with coordinates w, v and v, w are located symmetri-
cally concerning the diagonal of the square 2 x €2, or with respect to linear manifold v = w.
This gives us capabilities to introduce the concept of a transposed function ®7 (v, w) [36].
Let the function ®% (v, w) be given by v,w — ®(w,v), i.e. ®T(v,w) = ®(w,v), then
®” (v, w) is said to be the transpose of function and in terms of conditions (4.10) and
(4.11) look like

® (v,w) = 0" (v,w), @ (v,w)=—-0" (v,w).

Using obvious ratioes: ®(v,w) = (®T(v,w))T, (P1(v,w) + Po(v,w))? = T (v,w) +
®L (v, w), Tt is easy to show that any real function ® (v, w) always can be presented as the
sum

d (v,w) = S(v,w) + K(v,w), (4.12)

where the function S(v,w) is symmetric and K (v, w) is anti-symmetric. This expansion
is unique and

S(v,w) = = (®(v,w) + " (v,w)), K(v,w)= = ((v,w) — 2 (v,w)). (4.13)

N | —
DN | —

Hereinafter the capability of expansion for the function ®(v,w) on a sum of symmetric
and anti-symmetric ones will play an important role.

3. Symmetric functions. Consider basic property of symmetric functions, which in
concordance with (4.10) satisfy the condition

S(w,v) = S(v,w) =0 Yw € Q, Yve. (4.14)

If S(v,w) is the differentiable function, then differentiating the identity (4.14) in w, we
get
V,S(w,v) = V,S(v,w) YweQ, YveQ, (4.15)

where V,S(w,v), V,,S(v,w) are partial gradients of S(v,w) in first and second variables
accordingly. Put w = v in (4.15), then we obtain

V,S(,v) =V,S(v,v) VYoe. (4.16)

Thus we can formulate the following
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Property 1 . Partial derivatives of symmetric functions on the diagonal of square €2 x §2
are equal to each other.

From this property the statement immediately follows that the contraction of partial
gradient V,,S(v,w) of symmetric function S(v,w) on the main diagonal of square € x )
is a potential operator. Indeed, by definition of differentiability of function S(v,w) we
have

S+ h,w+k)=Sw,w)+ (V,S(v,w), h) + (V,S(v,w), k) + w(v,w,h, k), (4.17)
where w(v,w, h, k)/(|h|*> + |k|?)Y/? — 0 as |h|?> + |k|> — 0. Put w = v and h = k, then
taking into account (4.16), we get from (4.17)

S(v+ h,v+h) = S(v,v)+2(V,S(v,v),h) + w(v, h), (4.18)

where w(v, h)/|h| — 0 as |h| — 0. Since (4.18) is the particular case of (4.17) it means
that contraction of gradient V,,S(v,w) on the diagonal of the square Q x Q is gradient
VS(v,v) for the function S(v,v), i.e.

2V S(v, W) |y = VS(v,v) Yv € (4.19)
Thus, it is proved following

Property 2 . The operator V,,S(v,v) is potential on the diagonal of the square € x €

The class of symmetric functions can be extended essentially with preservation of a
basic potential property. We shall introduce the following

Definition 1 . Function S(v,w) is called pseudosymmetric, if there exist the function
P(v) such that
VP(v) =2V,S(v,w)|w=, Yv € Q. (4.20)

Here the function P(v) is the potential of the operator V,,S(v,w) |y—,. Obviously,
the class of pseudosymmetric functions includes a subset of symmetric ones. In this case

VP(v)=VS(v,v) Yve, (4.21)

i.e. the contraction of the function S(v,w) |,=, on the main diagonal is a potential.
The potential can have various properties. In particular, its gradient can satisfy to
the Lipschitz condition with a constant L,

|P(o+ 1)~ Pv) — (VP(),1)| < 5Lyl (122)

for all v + h and v from some set or the condition of monotonicity
(VP(v+h)—VPw),h) >0 YveqQ. (4.23)

If problem (4.1) is potential, i.e. it satisfies condition (4.20), then it is essentially reduced
to an optimization one. Indeed, if S(v,w) is the differentiable function in w € Q for any
v € Q) from (4.2) we have
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(VpS(v*,v"),w—v") >0 Yw € Q. (4.24)
By virtue of (4.20) from (4.24) we have

(VP("),w—v*) >0 Yw € Q. (4.25)

Thus, two necessary conditions (4.24) and (4.25) are held simultaneously at a point v*
for the equilibrium potential problem (4.1). If one of two functions P(v) and S(v*,w)
is convex on (2, then v* is a minimum of that function, which is convex. If the both
are convex, then v* there will be the minimum simultaneously of two functions. From
convexity S(v,w) in w for any v € § it follows that v* € Q* is equilibrium solution (4.1)
as well. Indeed, applying to (4.24) the left-hand side of inequality for system

(Vf(x),y —x) < fly) = flz) <(Vf(y),y — ), (4.26)

which is held for all x and y from some set we get
P(v*) < P(w) Yw € Q,
i.e. v* is minimum P(v) on 2. Let us apply (4.26) to (4.24),then we have
S, v*) < S, w) Yw e Q,

ie. v* € 0 is the equilibrium solution. In the case of symmetric equilibrium problem
from (4.20) we get P(v) = S(v,v) + C.

The symmetric equilibrium problems are tightly connected to optimization problems.
Therefore we shall restate the notion of sharpness of minimum [37] that is useful later
on. It is called that function S(v,v) on Q has 1 + v order of sharpness for the minimum
v* € Q7 if the following condition is held

S(w,w) — S(v*,v*) > y|lw—v* " Yw e Q, (4.27)

where v, > 0 is the constant. If v = 0 or ¥ = 1, then the minimum is called sharp or
quadratic accordingly.

4. Anti-symmetric functions. Remember that the anti-symmetric function K (v, w)
is characterized by condition (4.11), which is true for any pairs v,w € € x €. In partic-
ular, suppose v = w, then we obtain K(v,v) = —K(v,v), i.e. K(v,v) =0 for all v € .
The latter means that the anti-symmetric function K (v, w) is identically equal to zero on
the diagonal of square 2 x . Taking into account this circumstance, we shall rewrite
condition (4.11) as

K(w,w) — K(w,v) — K(v,w) + K(v,v) =0 Yv e Q, Vw € Q. (4.28)

As an example we specify a normalized function ®(v,w) of the saddle point problem
(4.3), which satisfies relations [26]

O(v,v) =0, @(v,w)+ P(w,v) =0 Yw e Q,v € Q.
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From these conditions it follows immediately (4.28). The earlier attempt to generalize
these conditions to non-saddle point problems was considered in [38]. Ratios (4.10), (4.11)
and (4.28) describe properties of symmetry and anti-symmetry of function ®(v,w). They
are the important characteristics, therefore their reasonable generalizations represent the
significant interest. With this purpose we introduce the following

Definition 2 . A function K(v,w) from R" x R™ to R' is skew-symmetric on  x Q if
it satisfies the inequality

K(w,w) — K(w,v) — K(v,w) + K(v,v) >0 Vv e, Yw e Q. (4.29)

The totality of all anti-symmetric functions is the subset of skew-symmetric ones.

The combination of skew-symmetry and monotonicity properties gives us a capabil-
ity to assert the important fact of monotonicity of contraction for the partial gradient
VoK (v,w) |y=, on the diagonal of the square Q x Q.

If we apply convexity condition (4.26) to (4.29), then we get

(VoK (w,w) =V K(v,v),w—2v) >0 Ywe, ve. (4.30)

Thus, it is proved following

Property 3 . If the function K(v,w) is skew-symmetric and convez in w € ), then the
contraction of its partial gradient V., K (v,v) is monotone on the diagonal of square {2 x €.

In particular, if K (v, w) is a normalized function of a saddle point problem (4.3), then
it follows from (4.30) that (—V,L(z,y), V,L(x,y))" is the monotone operator. This fact
was established yet in [39].

Some symmetric functions have a skew-symmetric property as well. Indeed, let us con-
sider the subset of functions subjected to the condition: S(v,w) < 1/S(w,w)S(v,v) Yo, w €
Q2 x Q. Take the expression of the left-hand side of inequality (4.29) and then, using (4.14)
and the condition introduced, we transform it: S(w,w) — S(w,v) — S(v,w) + S(v,v) =
S(w,w) — 28(w,v) + S(v,v) > S(w,w) — 24/S(w,w)S(v,v) + S(v,v) = (/S(w,w) —

S(v,v))* > 0 Vo,w € Q. From here it follows that if S(v,w) is convex in w for any
v € Q, then V,,S(v,v) is the monotone operator.

This brings us to the question of whether it is possible to tell anything about properties
of the equilibrium solution for problem (4.1) in the case when the objective function is
skew-symmetric, i.e. (v,w) = K(v,w) Yv € Q, w € Q7 Suppose v = v* at (4.29), then

K(w,w) — K(w,v") — K(v*,w) + K(v*,v*) >0 Yw € Q. (4.31)

Taking into consideration (4.2), we have from (4.31)

K(w,w) > K(w,v*) Yw € Q. (4.32)

This implies that any equilibrium solution of problem (4.1) with skew-symmetric ob-
jective function K (v,w) satisfies condition (4.32).

Inequalities (4.2) and (4.32) are basic in the convergence analysis of methods to solve
the skew-symmetric problem (4.1). Therefore, their possible generalizations are of interest.
One of these generalizations consists of the following: substitute inf{...} and sup{...} for
left-hand side of inequalities (4.2) and (4.32), then
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inf{K(w,w) |w € Q} < K(v*,w), (4.33)
K(w,v*) < sup{K(w,w) | w € Q}. (4.34)

The inequality (4.33) is equivalent to the Caccutani theorem about the existence of a fixed
point for an upper semicontinuous map on a compact set and it was offered Ky Fan [40].
In the case sup{...} = inf{...} = K(v*,v*) both inequalities are possible to consider as a
generalization of the concept for a saddle point.

We rewrite inequalities (4.2) and (4.32) as the following system

K(w,v*) — K(w,w) < K(v*,v") = K(v*,v") < K(v*,w) — K(v*,v*) Yw e Q. (4.35)

Let us introduce a function ¥ (v, w) = K (v, w) — K(v,v) and present a system of inequal-
ities (4.35) in the form

U(w,v*) < U(v*,v") < ¥(v',w) Yw e Q. (4.36)

Hence it follows, that v*,v* is the saddle point for the function ¥(v,w) on Q x Q. And
U(v*,v*) = 0. Note that the function ¥(v,w) is almost never convex-concave even in the
case, if K (v,w) is convex-concave.

There are the classes of skew-symmetric functions K (v, w) and the equilibrium prob-
lems such that solutions of them satisfy inequalities more rigid than (4.36), namely

U(w,v*) < —ylw —v* ' vw € Q, (4.37)

and (or)
Yolw — v* [T < W(v*,w) Yw € Q, (4.38)

where v* € Q* is the solution of the problem, 75 > 0 and v € [0, 0] are parameters. Let
us copy (4.37) as

K(w,w) — K(w,v*) > yplw —ov* " VYw € Q. (4.39)

We shall call the inequality obtained a sharpness condition of skew-symmetric equilib-
rium. If 45 > 0, then under v = 0 and v = 1 we have sharp and quadratic equilibrium
accordingly. If v, = 0 we have (4.32) [27],]28].

5. Prediction gradient method. Consider equilibrium problem (4.1). It is known
that the fixed point v* € Q2* of this problem is the solution both a variational inequality

(V@0 v%),w —0v*) >0 Yw € Q, (4.40)
and a operator equation

V" = mo(v* — aV,e(v*,v")), (4.41)

where o > 0, and mq(...) is the projection operator of some vector on a set 2. Both
relations are equivalent and they are a necessary condition of a minimum for function
¢ (v*, w) on the set 2.
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For solving of variational inequality (4.40) or operator equation (4.41) we use the
prediction gradient method [36]

@ 4+ = 7TQ<U — avw@(ﬂ,ﬂ)),

dt
u = mav—aV,®(v,v)). (4.42)
The iterative analog of this process has the form [2§]

ut = WQ(U” - Oéqu)(vna Un))7
V" = o (v — aV,®(u", um)).

If the function ®(v,w) in method (4.42) is the linear convolution of saddle point
problem (4.3), then it is presented as ®(v,w) = L(z,p) — L(x,y), and method takes the
form

d
d_f +x = 71'Q(33 — anL(f%ﬁ))a

d
£ +p=np(p+aV,L(Z,p)),

where
D= 7TP(p + ozvpL(w,p)),

T =mg(r —aV,L(z,p)).

The obtained method differs from (3.10) that considered above.

To prove the convergence of method (4.42) we need of having of properties of potential-
ity and monotonicity for operator V,,®(v, v). Unfortunately, this operator is non-potential
and non-monotone in many cases and therefore method (4.42) dos not converges to fixed
point of (4.1). It is shown on next block-scheme.

FEEDBACK| + + + | LIPSCH.CON
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No convergence of methods

Fig.4

It is useful to compare this block-scheme to the analogous block-scheme of saddle
gradient method
6. Monotone convergence.
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We show above that any objective function ®(v,w) of problems (4.1) can be decom-
posed by a unique manner in a sum of two projections: symmetric S(v,w) and anti-
symmetric K (v,w). This expansion plays the important role under justifying of conver-
gence of prediction gradient method (4.42). However it is necessary for that to attract
some properties of convexity of functions S(v,w) and K (v,w). The last circumstance
narrows a class of solvable equilibrium problems, since the convexity of an anti-symmetric
function K (v, w) in w € €2 means that this function is saddle point one and the convexity
of a symmetric function S(v,w) on a diagonal of square €2 x {2 means that V.S(v,v) is
monotone operator.

To expand a class of solvable problems with maintenance of convergence properties
of prediction gradient method (4.42) we shall enlarge the classes of symmetric and anti-
symmetric functions to up pseudosymmetric (i.e. subjected to condition (4.20)) and
skew-symmetric functions. Thus, certainly, the uniqueness condition of expansion will
not be executed but in this case it is good only as among totality of expansions some of
them can have the properties of convexity which is necessary to prove the convergence.
We note, since any objective function can be presented as a sum of symmetric and anti-
symmetric functions in a unique way but these classes are subsets of pseudosymmetric
and skew-symmetric functions, consequently, any function can be decomposed in a sum
of two representatives from these last classes. And this expansion is not unique.

In this section we shall assume that the objective function has representation of the
kind

O(v,w) = S(v,w) + K(v,w), (4.43)
where S(v, w) and K(v,w) are subordinated to conditions (4.20) and (4.29) accordingly.
Thus we shall in addition require the convexity K (v,w) on the second variable and the
convexity S(v, w) on a diagonal of main square. The last circumstance is associated with
that contraction of symmetric convex in w (and, therefore, in v) function S(v,w) on
diagonal of square €2 x €2 can be not convex.

Really, suppose S(v,w) = (v, Aw), where v € R?,w € R? and the matrix A has
dimensionality of 2 x 2. This function is linear in its variables and, therefore, is convex
in them. Will the function (v, Av) there be convex on R? ? It depends on a kind of a

matrix A. If the matrix has the type A = ( é 1 ), then the function convex, and if a
. . 0 1 .
matrix has a structure of the kind A = 10 ) then the function is not convex.

So, in general case S(v,w) and K(v,w) belong to classes of pseudosymmetric and
skew-symmetric functions. In particular, it is not excepted that they will be symmetric
and anti-symmetric ones. In the latter case a potential has a form P(v) = ®(v,v), and
K (v,v) is the saddle function, if, certainly, K (v, w) is convex in w € ).

From representation (4.43) we have

V@0, w)| ey = VS (0, W) |wey + Vi K (0, W)=y (4.44)
In case of a differentiability it follows from (4.2) necessary condition of a minimum
(V@ (0", v"),w—v") >0 Yw e Q. (4.45)

Taking into account (4.44) and (4.20) this condition can be presented as
1
§<VP(’U*)7U} — 0"y + (Vo , K(v*,0"),w—v") >0 Yw € Q. (4.46)
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Now, if the function P(v) is convex, and K (v,w) is convex in w € ) at any v € ,
from (4.23) and (4.30) we have

1 1
(§VP(w) + VK (w,w) — §VP(U*) — VoK@, v*),w—v") >0 Yw € Q. (4.47)
From here using (4.46), we obtain

1
<§VP(w) + VoK (w,w),w —v*) >0 Yw € Q. (4.48)
Allowing (4.20) and (4.44) this inequality can be rewrite as
(V@ (w,w),w—0v") >0 Yw e Q. (4.49)

Inequality (4.49) is sufficient for the substantiation of convergence of method (4.42)
and it could be used in the formulation of the theorem about convergence as of the most
common condition guaranteeing the convergence of method. However this condition is
nonconstructive (not verifyed) as contains the unknown vector v*. To give to the theorem
the seminal character we use the conditions of convexity for functions S(v, w) and K (v, w)
instead of (4.49). Besides we will need to use the Lipschitz condition in the form

V@ + h,v+ h) — V,,®(v,v)| < LA, (4.50)

for all v + h and v from some set. With the help of these inequality an evaluation for
vectors from (4.42) follows

[u" — " < |V, (", ") — V,@(a", u")| < aL|v" — a"|. (4.51)
We express (4.42) in the form of variational inequalities

(04 aV,®(u,u),w —v—10) >0 Yw e Q, (4.52)

(t—v+aVy,®(v,v),w—1u) >0 Yw € Q. (4.53)

If the anti-symmetric component in expansion (4.43) is away, then problem (4.1) is
reduced to the minimization one for function S(v, v) on €2, and the proven theorem justifies
convergence of prediction gradient method (4.42) to a optimal point. This fact is a
particular demonstration of a more general situation, which is, that the problems of
nonlinear programming are a subset of equilibrium programming [41], i.e. problems
such that it is required to compute a fixed point of extremal mapping under functional
constraints. In this case the theory of methods of optimization problems is included in a
general methodology of equilibrium programming methods.
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The full list of conditions sufficient for monotone convergence of the method is con-
tained by the following theorem.

Theorem 3 If a set Q € R™ is convex, closed; the object function ®(v,w) is differentiable
and its gradient V., ®(v,w) in w € S satisfies to condition (4.50), the function has repre-
sentation of a kind (4.43), where V.Sy, (v, w) |w=y 1S the potential operator, and a potential
P(v) is convex; K(v,w) is function convex in w € §2; then the trajectory v(t), generated
by method (4.42) with parameter 0 < a < \/3/(2L) converges monotonically under the
norm of space to the solution of variational inequality (4.45).

If in addition to listed conditions the function ®(v,w) is convex in w € Q for any v €
Q, then the method converges monotonically under the norm to the equilibrium solution

of problem (4.1).

Putting w = v* € Q* in (4.52), we get

(0 4+v—v+aV,®(a,u),v" —v—1) >0. (4.54)
Using (4.50),(4.51), we transform the following addend separately

<V @(u,u),v" —a) — (Vu®(v,v) — V,@(0,0), 0 — v —0)+
+H(Vu®(v,v), 0 —v —0) < (V,,®(a,a),v" —u)+
+al?lv — a]* + (V,®(v,0), 0 — v — v).

In view of an obtained estimate we shall rewrite (4.54) as

(0, 0" —v) — |[0]* + a(V,®(u, 1), v* — u)+
+(aL)*lv — a]* + a(VPy,(v,v), 0 —v — ) > 0. (4.55)
Let’s assume w = v + v in (4.53). Then

(0,1 —v) — |t — v]* + a(V,®(v,v),v+ 0 —a) > 0. (4.56)
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We add (4.55) and (4.56), then

Ldjv — v*|?

5 + 0] = (0,7 — v) + do|t — v|* + a{V,,®(a, ), u — v*) < 0. (4.57)

where dy = 1 — (aL)? > 0, since a < 1/L. Let us single out the perfect square from the
third and fourth terms

1—d|“_“*|2+d|@|2+ ! D+\/d_(v—ﬂ)2+
2 dt ! 2V/ds ?
+a(V,(a,a),a —v*) <0, (4.58)

where d; = 1 — 1/(4dy) > 0, as 0 < o < v/3/(2L).
Using (4.44), (4.20) and conditions of convexity of S(v,w) and K (v, w) we estimate
the fourth term by means of (4.48)

(V®(u,u),u—v*) = <%VP(@) + V,K(u,u),u —v*) >0,

then
Ldjv — v*]? P Nk
—— +d dy(v — <0. 4.59
5 i |t V(o ) < (4.59)
We integrate inequality from ¢, to ¢
t tloq \/_ 2
v—v*2+2d/ 7)2d7'—|—2/ —— 0+ Vdo(v— )| dr < |vy — 02 4.60
| | 1t0|! . v 2(v — )| dr < |vg — 07| (4.60)

From here it follows the boundedness of the trajectory |v — v*|?, monotone decreasing of

#@D—F\/@(v—ﬂ) 2dT < 00.

Since the trajectory v(t) is bounded, there exist a subsequence v% and point v" such
that v — v" as t; — 0o, and thus vit! — o', @t — v’

Consider equations (4.42) at t = t; and, passing to the limit, we shall get a necessary
condition (4.41). The condition of a monotonicity of decrease of value |v(t) — v*| provides
uniqueness a limit point, i.e. convergence v(t) — v* as n — 0.

If in addition to conditions of the theorem 3 functions ®(v, w) is convex in w € 2 for
any v € €, then according to (4.26) point v* is the equilibrium solution of problem (4.1).
The theorem is proved.

Thus, it is established, in particular that if a function S(v,v) is convex and K (v, w)
is concave-convex, the method (4.42) monotonically converges under the norm of space
to the solution of variational inequality (4.40). In the case of convexity ®(v,w) in w the
obtained limit point is the equilibrium solution of the problem (4.1).

v(t), and convergence of integrals j;i |0]2dT < oo, Li
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